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1.1 purpose and scope of this document

The purpose of this document is to define a common way to implement the SOIS OBL Subnetwork service over the MIL-STD-1553B data interchange bus.

The SOIS OBL subnetwork service provides the capability of transferring variable length, octet aligned, delimited data blocks, such as IP datagrams, TCONS datagrams, and PUS packets between on-board nodes. MIL-STD-1553B is frequently used on spacecraft to provide the onboard data communications bus, and the transfer of packets is a common requirement, but historically each spacecraft mission has invented its own way of using MIL-STD-1553B to achieve this. This is wasteful of engineering resources at every stage of a project and severely limits the reuse potential of both flight hardware and spacecraft test and check-out equipment.
This recommendation defines an efficient way in which MIL-STD-1553B can be used to implement the SOIS OBL subnetwork service which minimises the need for recurrent engineering on each successive project, and maximises the potential for reuse of both flight hardware and spacecraft test and check-out equipment.
1.2 APPLICABILITY 

This document is a draft for agency review and should not be used as the basis for non-experimental systems.
1.3 RATIONALE 

The CCSDS believes it is important to document the rationale underlying the recommendations chosen, so that future evaluations of proposed changes or improvements will not lose sight of previous decisions. 

1.4 DOCUMENT STRUCTURE 

This document has three major sections.:
· This section, containing administrative information, definitions and references;

· Section 2, describes the characteristics of the MIL-STD-1553B data interchange bus and the additional capabilities that must be provided to implement the SOIS OBL subnetwork service;
· Section 3, containing the specific recommendations for implementing the SOIS OBL subnetwork service over MIL-STD-1553B.
1.5 Conventions and Definitions

1.5.1 Bit Numbering Convention and Nomenclature

In this document, the following convention is used to identify each bit in an N-bit field.  The first bit in the field to be transmitted (i.e., the most left-justified when drawing a figure) is defined to be ‘Bit 0’; the following bit is defined to be ‘Bit 1’, and so on up to ‘Bit N-1’.  When the field is used to express a binary value (such as a counter), the Most Significant Bit (MSB) shall be the first transmitted bit of the field, i.e., ‘Bit 0’, as shown in figure 1‑1.
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Figure 1‑1:  Bit Numbering Convention1 TC \f G "-1
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In accordance with modern data communications practice, spacecraft data fields are often grouped into 8-bit ‘words’ which conform to the above convention. 

Throughout this Recommendation, such an eight-bit word is called an ‘octet’. The numbering for octets within a data structure starts with zero. By CCSDS convention, all unused bits shall be set to ‘0’. 

1.5.2 DEFINITIONS 

Within the context of this document the following definitions apply:

1.5.2.1 Definitions from the Open Systems Interconnection (OSI) Basic Reference Model 

The SOIS OBL Subnetwork Service is defined using the style established by the Open Systems Interconnection (OSI) Basic Reference Model [2].  This model provides a common framework for the development of standards in the field of systems interconnection.  

The following terms, used in this report, are adapted from definitions given in [3]:

Layer: a subdivision of the architecture, constituted by subsystems of the same rank 

Protocol data unit (PDU): a unit of data specified in a protocol and consisting of protocol-control-information and possibly user data.

Service: a capability of a layer (service provider) together with the layers beneath it, which is provided to the service-users.

Service data unit (SDU): an amount of information whose identity is preserved when transferred between peer entities in a given layer and which is not interpreted by the supporting entities in that layer. 
1.5.2.2 Terms Defined in this Recommendation 

For the purposes of this Recommendation, the following definitions also apply. Many other terms that pertain to specific items are defined in the appropriate sections. 

Segmentation: the division of service data units to be transferred across the MIL-STD-1553B data bus into segments that can be transferred in a series of 1553 bus transactions.

Delimited: having a finite length that is known prior to making a request to transfer data.

Octet: an 8-bit word.

1553 Bus Transaction: A single exchange of data between a 1553 bus controller and one or more 1553 remote terminals. A 1553 bus transaction involves the transmission of a command word from the bus controller, possibly with data, and the receipt of a status word from any directly addressed remote terminals, possibly with data. MIL-STD-1553B defines several different types of transaction depending on the type and direction of data transfer. 

1.5.3 DOCUMENT NOMENCLATURE 

The following conventions apply throughout this Recommendation: 

a) The words ‘shall’ and ‘must’ imply a binding and verifiable specification; 

b) The word ‘should’ implies an optional, but desirable, specification; 

c) The word ‘may’ implies an optional specification; 

d) The words ‘is’, ‘are’, and ‘will’ imply statements of fact. 
1.6 REFERENCES 

The following documents contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All documents are subject to revision, and users of this Recommendation are encouraged to investigate the possibility of applying the most recent editions of the documents indicated below. The CCSDS Secretariat maintains a register of currently valid CCSDS Recommendations. 

[1] 
Department of Defense Interface Standard for Digital Time Division Command/Response Multiplex Data Bus MIL-STD-1553B, 21 September 1978, with Notice 1, 2, 3 and 4
[2] 
Information Technology.Open Systems Interconnection.Basic Reference Model: The Basic Model. International Standard, ISO/IEC 7498-1. 2nd ed. Geneva: ISO, 1994. 

[3]
Information Technology.Open Systems Interconnection.Basic Reference Model.Conventions for the Definition of OSI Services. International Standard, ISO/IEC 10731:1994. Geneva: ISO, 1994. 

 [4]
Common Protocol for Providing the TCONS Generic Subnetwork Service; TBD
2 1553 Characteristics and Required Extensions
MIL-STD-1553B provides a point-to-multipoint data interchange bus using a single electrical circuit and a time division multiplexing scheme that allows data to be transferred between terminals on the bus under the control of a bus master. In 1553 terminology, the terminal that controls all bus transactions is called the Bus Controller, BC, and any other terminal that can take part in data transfers on the bus is called a Remote Terminal, RT. A third class of terminal, which cannot take an active part in bus transactions but can see the bus traffic, is called a Bus Monitor, BM.
The time division multiplexing in 1553 is achieved by the strictly centralised control policy; no remote terminal is permitted to transmit on the bus unless it is explicitly instructed to do so by the bus controller. A remote terminal that has been addressed by the bus controller has a precisely defined (although variable length) window in which it is allowed to transmit. Any transmission which is not the direct consequence of a command from the bus controller, or which falls outside of the defined response window, is detected by the bus controller and constitutes a 1553 protocol error. The usual way in which 1553 buses are operated is that the bus controller operates a cyclic schedule that contains all of the bus transactions required by the system.
MIL-STD-1553B distinguishes four basic types of transaction; BC-to-RT transfer, RT-to-BC transfer, RT-to-RT transfer, and a broadcast transfer from the BC to all RTs. Each type of transaction can transfer up to thirty-two 16-bit data words, e.g. a BC-to-RT transaction can transfer up to thirty-two 16-bit words of data from the BC to an RT.
The challenges that need to be overcome in order to implement the SOIS Subnetwork service over 1553 are:

1. 1553 provides an asymmetric service

Every transaction on the 1553 bus is controlled by the bus controller and there is no commonly agreed way in which a remote terminal can indicate that it wants to transfer data. It is therefore necessary to provide a means by which the bus controller gives every remote terminal an opportunity to transfer data. This represents the main challenge to be overcome when using the 1553 bus for the SOIS subnetwork service.

2. The maximum sized message that can be transferred in a single 1553 transaction is 32x16-bit words

This limits the amount of data that can be transferred in each 1553 transaction to 64-octets. Larger data units must therefore be segmented. While this is not a major challenge, there is no commonly agreed means of segmenting data over the 1553 bus.

3. 1553 is 16-bit oriented

The SOIS subnetwork service must provide the capability of transferring octet aligned data units that may be an odd number of octets in length. This requires that padding must be applied in order to transfer data over a 16-bit word aligned bus.
3 Overview of the Provision of Service on 1553

3.1 mixed Synchronous/Asynchronous Traffic
Much of the traffic on a spacecraft bus may be highly synchronous transactions used for the periodic acquisition of data from onboard sensors to support real time control functions. Typically, such transactions are scheduled into a synchronous transaction table that is executed repeatedly by the bus controller.

However, there is often a requirement to support asynchronous transfers across the same MIL-STD-1553B data bus. Combining synchronous, scheduled transfers and asynchronous transfers on a single bus has been dealt with on a case-by-case basis in the past, and the solutions that have been developed are very specific to a particular mission scenario. Such solutions are very difficult to adapt to new scenarios, and generally do not provide the true asynchronous transfer capability that is increasingly required to support advanced flight software architectures.

This standard describes techniques for combining synchronous, scheduled and asynchronous traffic on a single MIL-STD-1553B data bus based on a state model of the bus controller. A three state model and the state transition conditions that result in reliable and safe traffic mixing on the bus are defined, and guidelines for implementing deterministic bus schedules are provided.
3.2 Standard polling mechanism

The command/response nature of the MIL-STD-1553B data bus, with all bus transactions being controlled by the bus controller, means that it is impossible for a remote terminal to indicate that it has data to transfer unless it is polled by the bus controller.

For truly ad-hoc, asynchronous data transfers from remote terminals, i.e. to any other terminal at any time, the remote terminal must indicate the destination for the data and the amount of data to be transferred in it response to a poll request from the bus controller. This enables the bus controller to set up the necessary bus transactions.

In order to provide a reasonable number of opportunities to transmit data, remote terminals need to be polled periodically. The relative frequency of polling of a specific remote terminal determines the portion of the available bus bandwidth that is allocated to that terminal.

A number of polling techniques have been developed for past space missions, but these have all been limited in some respect and therefore have not provided true ad-hoc, asynchronous transfer capability. The polling scheme proposed here uses standard MIL-STD-1553B techniques that enable a remote terminal to request a data transfer of up to 64-octets to any other terminal on the bus. While this fine-grained allocation of bus bandwidth implies a relatively high polling overhead when compared to other solutions that have been developed in the past, it gives the most generic service capability, and minimises the latency for asynchronous transfers.

The polling mechanism specified by this standard involves the periodic transmission of transmit vector word commands from the bus controller to the remote terminal to be polled. The remote terminal responds to this by sending a status word plus a single data word. If the remote terminal has data to transfer, it asserts the service request bit in the status word, and provides details of the transfer to be performed in the data word. The transfer details are encoded in a way that makes it very easy for the bus controller to generate the command word necessary to effect the transfer. 

3.3 Use of the standard polling mechanism
This informative section describes how the standard polling mechanism can be used to implement ad-hoc, asynchronous data transfers. The polling mechanism can be used to initiate RT-to-BC and RT-to-RT transfers at RT request.

In a typical implementation the bus controller will poll remote terminals in a sequence controlled by an asynchronous polling table. The frequency at which a particular remote terminal appears in the polling table determines the number of opportunities that that terminal has to transmit data, and is therefore a way of allocating bus bandwidth. For example, in the polling sequence 2,5,2,2,5,2, RT 2 has twice as many opportunities to transfer data as RT 5, and will therefore effectively get twice as much bus bandwidth.

The remote terminal is required to generate the appropriate poll response on receipt of a poll request, and must then have the data available for transfer at any time following this. The way that polling, and the handling of polling responses is accomplished in the bus controller, may imply different behaviour in the remote terminal. For example, if the bus controller does not honour data transfer requests immediately, the remote terminal will need to be able to distinguish between the transmit command received in response to the poll from other unrelated transmit commands that it may receive before the transfer request is honoured. Typically this will be done according to the value of the sub-address field.

In some cases, the bus controller may issue another poll before it has honoured a previous transfer request. If this is likely to happen, the remote terminal must handle the service request bit responsibly. For example, if there is only one message to be transferred, the service request bit should be cleared after the first poll to prevent the bus controller erroneously scheduling a second bus transfer. If on the other hand, the remote terminal has a number of transfers buffered for transmission, it might need to keep the service request bit asserted until there have been enough polls to transfer all of the buffered data.

When a bus controller receives the response to a poll that requests a transfer, it must generate the command words necessary to initiate that transfer. This can be one of two types of bus transfer, an RT-to-BC transfer, if the destination address of the data is the bus controller, or an RT-to-RT transfer if the data is destined for a remote terminal.

In the case of an RT-to-BC transfer, the bus controller can simply replace the remote terminal address field of the poll response data word with the address of the terminal to which the poll response relates in order to generate the command word required to initiate the transfer. 

In the case of an RT-to-RT transfer, the bus controller must generate a receive command to the destination terminal, and a transmit command to the source terminal. The receive command consists of the poll response data word with the transmit/receive bit set to logic zero. The transmit command consists of the poll response word with the terminal address replaced by the address of the terminal to which the poll response relates.

The way in which bandwidth is allocated using the polling mechanism defined in this standard is fine grained, i.e. each allocation enables a single bus transaction to be initiated by the bus controller, which allows a remote terminal to transfer up to 64 octets of data at a time. In some cases it is preferable to allow a remote terminal several consecutive opportunities to transfer data in order, for example, to transfer a complete data packet with minimum latency. This kind of behaviour can be achieved using by adapting the way that the bus controller behaves when it receives a positive poll response from a remote terminal. Simplistic behaviour is simply to move on to the next terminal in the polling sequence. However, a process known as dwell can be applied whereby the bus controller re-polls an RT returning a positive response. This gives that RT an opportunity to transfer larger amounts of data in contiguous asynchronous transfer opportunities. This basic dwell approach is susceptible to the “babbling idiot” syndrome where a remote terminal can hog all of the available asynchronous bus bandwidth because it has a permanently asserted service request bit. However, the dwell behaviour can be refined by limiting the number of repeat polls that the bus controller sends to a given RT. This technique may complicate the design of the bus controller slightly, but provides a very effective way of controlling the assignment of bandwidth to asynchronous transfers. For example, if the typical size of data that a remote terminal needs to transfer is fairly constant, the repeat count can be set so that it receives the appropriate number of contiguous opportunities to transfer that amount of data.

3.4 Transfer of large data units
A common requirement on modern spacecraft is to transfer formatted data units such as packets or messages between onboard applications. Where the applications reside on different onboard nodes, these data units must be transferred across the onboard bus. In the case of a MIL-STD-1553B data bus, if these data units are more than 64-octets in length they cannot be transferred in a single bus transaction, and are therefore referred to as large data units.

The transfer of large data units requires that the data is segmented into chunks that can be transferred in single bus transactions, To make the transfer of large data units reliable requires the exchange of protocol control information that indicates the relationship of the segments making up the large data unit, and assists in the receiving process. This protocol control information must be encoded into 1553B bus messages together with the data to be transferred.

This standard specifies a way of encoding protocol control information and data into protocol data units that facilitate the transfer of large data units across the MIL-STD-1553B data bus. The protocol overhead for each PDU is a single 1553B data word (16-bits), allowing up to 62-octets of data to be transferred in each segment. The protocol control information comprises the source terminal address, segmentation flags indicating whether the segment is the first, continuation, or last segment, or whether the cargo data is unsegmented, a flag indicating whether the last word of the message contains one or two octets of data, and a flag indicating whether the data is expedited. A segmentation count field is also specified that can be used to implement a reliable link capability based on retransmission of corrupted or missing segments, but this standard does not define the details of the use of this field.
4 Implementing OBL SUBNETWORK Service on 1553
4.1 Polling On the 1553 Bus

In order to provide a symmetric service over 1553, i.e. where users hosted on remote terminals are granted an opportunity to transfer data on demand, a polling mechanism must be implemented in the bus controller. This mechanism works by periodically polling each remote terminal to determine if it has data to send. When a remote terminal does have data to transfer, the bus controller acquires the necessary information to set up the appropriate transaction.

4.1.1 Poll request command

To poll a remote terminal, the bus controller shall issue a transmit vector word mode command. This is a standard MIL-STD-1553B command word that has the format shown in Error! Reference source not found..
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Figure 2 - Poll request command format

Note: See clause 4.3.3.5.1.7.11 of MIL-STD-1553B for a definition of the transmit vector word mode command.
4.1.2 Poll response format

In response to a poll request, the addressed remote terminal shall transmit a status word followed by a vector word.

4.1.3 Poll response status word

The poll response status word shall be a standard MIL-STD-1553B status word.

Note: The status word format is defined in clause 4.3.3.5.3 of MIL-STD-1553B.
4.1.4 Poll response service request bit

The poll response status word service request bit shall be asserted when the remote terminal has data to transfer. The assertion of this bit implies that the associated vector word contains the information required for the bus controller to initiate the requested transfer.

Note: The service request bit is defined in clause 4.3.3.5.3.5 of MIL-STD-1553B.
4.1.5 Poll response vector word

When the remote terminal has data to transfer and the service request bit is asserted, the poll request word shall comprise the following fields:

A 5-bit destination address field;

A 1-bit reserved field;

A 5-bit destination sub-address field;

A 5-bit count field.
This format is illustrated in Error! Reference source not found. and the use of each of the fields is described in the following paragraphs.
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Figure 3 - Poll response vector word format

Note: The format of the poll response vector word has been designed to match the format of the MIL-STD-1553 command word required to initiate the requested transfer in all respects except for the T/R bit (bit position 9), which must be set by the bus controller according to the destination address value. This makes it very easy for the bus controller to generate the command word required to effect the requested transfer.

4.1.6 Poll response vector word - destination address

The poll response vector word destination address field shall be set to the address of the terminal that is to receive the data.

The value 11111 in the response vector word destination address field shall indicate that the data is to be received by the bus controller.

Note: The use of the value 11111 to indicate the bus controller as the data recipient implies that remote terminals cannot broadcast data using this polling scheme
.

4.1.7 Poll response vector word - T/R bit

The poll response vector word T/R bit shall be set to 1
.

4.1.8 Poll response vector word - destination sub-address

The poll response vector word destination sub-address shall be set to the sub-address at which the data is to be received in the destination terminal.

4.1.9 Poll response vector word - word count

The poll response vector word word count field shall be set to the number of data words that are to be transferred.

4.1.10 Poll response vector word - parity bit

The poll response vector word parity (P) bit shall be set using odd parity over the preceding 16-bits as defined in clause 4.3.3.5.2.3 of MIL-STD-1553B.
4.2 Segmentation over 1553

4.2.1 Introduction to large data unit transfer

The goal of the large data unit transfer is to enable formatted data units that exceed 64-octets in length across the MIL-STD-1553B data bus. Data units of more than 64-octets require more than one bus transaction, and the protocol data units defined here enable the relationship between data in multiple bus transactions to be preserved.

The large data unit transfer protocol data units are constructed by imposing formatting rules on the data fields of standard MIL-STD-1553B bus transfers. Protocol control information is encoded into the first word of each bus transfer carrying part of a large data unit, allowing up to 62-octets of cargo data per transfer.

4.2.2 Large data unit transfer protocol data unit

4.2.2.1 Large data unit PDU format
a) The large data unit transfer protocol data unit shall be encoded in the data words associated with MIL-STD-1553B bus transfers.

b) The first word of each MIL-STD-1553B bus transfer carrying part of a large data unit shall carry protocol control information relating the current segment to other segments of the same large data unit. This word is called the PDU header.
c) All subsequent words of a MIL-STD-1553B bus transfer carrying part of a large data unit shall contain data

The large data unit PDU format is shown in Error! Reference source not found..
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Figure 4 - Large data unit PDU format

4.2.2.2 PDU header format

The large data unit PDU header shall comprise the following fields :

· A 5-bit source address field;

· A 2-bit segmentation flag field;

· A 1-bit odd/even count flag;

· A 2-bit reserved field;

· A 6-bit segment count field.

This format is shown in Error! Reference source not found. and the use of each field is described in the following paragraphs.
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Figure 5 - Large data unit PDU header format
4.2.2.3 PDU header – source address

a) The PDU header source address field shall be set to the RT address of the remote terminal sending the PDU.

b) If the source terminal is the bus controller, the PDU header source address field shall be set to 11111.

4.2.2.4 PDU header – segmentation flags

The PDU header segmentation flags shall be set to indicate the relationship of the segment in the current PDU to other segments associated with the same large data unit according to the following table:

	Value
	Meaning

	00
	Continuation segment

	01
	First segment

	10
	Last segment

	11
	Unsegmented


4.2.2.5 PDU header – odd/even count flag

a) The PDU header odd/even count flag shall be set to indicate the number of octets contained in the last word of a last segment or an unsegmented PDU.

b) A value of 0 in the odd/even flag shall indicate that the last word of the current PDU contains two octets of data.

A value of 1 in the odd/even flag shall indicate that the last word of the current PDU contains only one octet of data.
4.2.2.6 PDU header – reserved field

The PDU header 2-bit reserved field is reserved for future use. This field shall be set to 00.

4.2.2.7 PDU header – segment count

The PDU segment count field shall be used to contain a monotonically increasing sequence count indicating the order of the segments making up a large data unit.

Note: The segment count could be used to support a selective repeat request mechanism across the MIL-STD-1553B data bus which could increase the link layer reliability. However, this use of the segment count is outside the scope of this standard.

4.2.2.8 PDU data word encoding

a) PDU data words containing two octets of user data shall be encoded with the lowest numbered octet of user data in the most significant 8-bits of the data word, and the next octet of user data in the least significant 8-bits of the data word as shown in Figure 6.


[image: image8.wmf]1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

1

Data octet n

P

Synch.

Data octet n+1

msb

msb


Figure 6 - User data encoding in 1553B data words
b) Each octet of user data shall be encoded such that the most significant bit of the octet is transmitted first.

c) When the last word of a last segment or unsegmented PDU contains only one octet of user data, this octet shall be encoded in the most significant 8-bits of the word as shown in figure Figure 7.
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Figure 7 - Encoding of a single octet in the last word of a PDU
4.3 Mixed Synchronous/Asynchronous Traffic







































�Or whatever the name is to be now


�We need to look into whether this is the best approach here. An alternative would be to assign the address 00000 to the bus controller, which would allow remote terminals to broadcast, but imposes an address assignment constraint.


�This is just a convention. It does not seem to matter which value is actually used because the bus controller frequently needs to change it anyway.
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