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FOREWORD

(WHEN THIS RECOMMENDATION IS FINALIZED, IT WILL CONTAIN THE

FOLLOWING FOREWORD)

This document is a technical Recommendation for use in developing flight and ground systems for space missions and has been prepared by the Consultative Committee for Space Data Systems (CCSDS). The Time Critical Onboard Network Services (TCONS) Intra-Network described herein is intended for missions that are cross-supported between Agencies of the CCSDS, in the framework of the Spacecraft Onboard Interface Services (SOIS) CCSDS area.

This Recommendation specifies a set of related services to be used by space missions to transfer space application data over an onboard network. The SOIS Intra-Network Service provides time critical communications over a single sub-network onboard a spacecraft. It can support various transport and network protocols like TCP/IP and can directly support applications that only need to use a single sub-network. The SOIS Intra-Network Service  provides quality of service functions for  any user application and also provides a common interface to software using the SOIS Intra-Network services regardless of the particular type of data-link being used for communication. The aim is to increase reuse of software components onboard a spacecraft while at the same time allowing appropriate choice of communications hardware. The specified services may be implemented in a number of different ways but will support interoperability for time critical onboard applications. The SOIS Intra-Network Service will provide services to the Time Critical Onboard Applications (TCOA) layer above, to various Transport and Network Protocols including CCSDS SCPS TP/NP, and/or to user applications. 
Through the process of normal evolution, it is expected that expansion, deletion, or modification to this Report may occur. This Report is therefore subject to CCSDS document management and change control procedures, which are defined in reference [3].  Current versions of CCSDS documents are maintained at the CCSDS Web site:

http://www.ccsds.org/
Questions relating to the contents or status of this report should be addressed to the CCSDS Secretariat at the address on page i.
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PREFACE

This document is a draft CCSDS Recommendation. Its Red Book status indicates that the CCSDS believes the document to be technically mature and has released it for formal review by appropriate technical organizations. As such, its technical contents are not stable, and several iterations of it may occur in response to comments received during the review process.

Implementers are cautioned not to fabricate any final equipment in accordance with this document’s technical content.
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1.1 purpose and scope of this document

The purpose of this document is to define services and service interfaces provided by the Spacecraft Onboard Interface Services (SOIS) Intra-Network to the above Network layer and/or user applications [RD6, RD7].
1.2 APPLICABILITY 

This document is a draft for agency review and should not be used as the basis for non-experimental systems.

1.3 RATIONALE 

The CCSDS believes it is important to document the rationale underlying the recommendations chosen, so that future evaluations of proposed changes or improvements will not lose sight of previous decisions. 

There is need for CCSDS to provide recommendations for Spacecraft Onboard Interface Services. Today many different buses are used on Spacecraft requiring software with the same basic functionality to be rewritten for each type of bus. This then impacts on the application software resulting in custom software for almost every new mission. The Spacecraft Onboard Interface Services (SOIS) working group aims to provide a consistent interface to various onboard buses and sub-networks, enabling a common interface to the application software. The eventual goal is reusable software that can be easily ported to new missions and run on a range of onboard buses without substantial modification. The system engineer will then be able to select a bus based on its performance, power, etc and be confident that a particular choice of bus will not cause place excessive demands on software development.

The overall aim is the word that was missing from Dan Golding’s phrase “Faster, Better, Cheaper” which was in the original Chinese Communist phrase “More, Faster, Better, Cheaper.” More spacecraft, and more science, per euro, dollar, yen or rouble, through reuse of existing, proven software for onboard communication.

1.4 DOCUMENT STRUCTURE 

This document is derived from the TCONS/OBL Architecture Red Book [RD6] and the Quality of Service White Book [RD7], which together describe the technical approach taken for the SOIS Intra-Network Service. The present document details the service interfaces.
The document has three major sections:

· This section, containing administrative information, definitions and references;

· Section 2, describing general concepts and assumptions;

· Section 3, containing the TCONS Intra-Network service specification.

1.5 Conventions and Definitions

1.5.1 Bit numbering convention and nomenclature
In accordance with modern data communications practice, spacecraft data fields are often grouped into 8-bit ‘words’ widely known as bytes. Throughout this Recommendation, such an eight-bit word is called an ‘octet’. The numbering for octets within a data structure starts with zero. 
By CCSDS convention, any ‘spare’ bits shall be permanently set to ‘0’. 

1.5.2 DEFINITIONS 

Within the context of this document the following definitions apply:

1.5.2.1 Definitions from the Open Systems Interconnection (OSI) Basic Reference Model 

The TCONS Intra-Network Layer is defined using the style established by the Open Systems Interconnection (OSI) Basic Reference Model [2].  This model provides a common framework for the development of standards in the field of systems interconnection.  

The following terms, used in this Report, are adapted from definitions given in [3]:

Layer: A subdivision of the architecture, constituted by subsystems of the same rank 

Protocol data unit (PDU): a unit of data specified in a protocol and consisting of protocol-control-information and possibly user data.

Service: A capability of a layer (service provider) together with the layers beneath it, which is provided to the service-users.

Service data unit (SDU): An amount of information whose identity is preserved when transferred between peer entities in a given layer and which is not interpreted by the supporting entities in that layer. 

1.5.2.2 Terms Defined in this Recommendation 

For the purposes of this Recommendation, the following definitions also apply. Many other terms that pertain to specific items are defined in the appropriate sections. 

Channel: An identifier for network resources associated with a resource reservation.  May be a list of time slots in a time division multiplexed system or a bandwidth portion in a bandwidth division multiplexed system. The network resources required for the communication may also be defined to allow simultaneous use of non-conflicting resources on networks that support this feature
.

Delimited: Having a known (and finite) length; applies to data in the context of data handling. 

Epoch: The repeat cycle time for the Slot identifiers.

End System: TBD (I suggest the device hosting the SOIS Intra-Network services)
Fragmentation: The division of Network protocol data units (datagrams) by the SOIS Intra Network layer into shorter sections (fragments) that are short enough to be sent over the data link. The data link is responsible for reassembling the fragments back into link protocol data units (datagrams) when returning to the OBL. This may be considered by some to be data-link segmentation. The name “fragmentation” is used to clearly distinguish this from segmentation in a transport layer.
Maximum Data Unit: The maximum size of data that the user can give to the Intra-Network Service. Note that the MDU is required to ensure that different sources of data get fair access to the transmission medium, by multiplexing traffic on a packet by packet basis. When a large data unit is being sent, other sources can get a look in after each segment of the large data unit has been sent.

Octet: An 8-bit word commonly referred to as a byte.
Packet: Delimited octet aligned data unit.

Priority: Identifies the transmit precedence of an SDU relative to other SDUs.

QoS: See Quality of Service.
Quality of Service: The level of service that is requested / provided.
Slot: The smallest unit of time division in SOIS network.

SOIS Intra-Network Layer Service Data Unit: The user data provided to SOIS Intra-Network Layer for sending over the data-link/sub-network using one of the SOIS Intra-Network Layer services.

SDU: Service Data Unit (see section 1.5.2.1).

Service Access Point (SAP): Identifies a SOIS Intra-Network service user entity. It is composed of the Source Address or Destination Address and the Protocol ID.
User Data: The user data, or higher-layer protocol data unit, that is being sent in the PDU. 
1.6 how this document fits into the SOIS documentation Tree

The SOIS documentation tree has an overall document [RD5] that describes the concepts and rationale for Spacecraft Onboard Interfaces and Services (SOIS).  Below this document are a set of documents that provide descriptions and requirements for each of the different areas within the scope of the SOIS work.  

SOIS is composed by the following service layers: 

· Time Critical Onboard Application Services

· Transport and Network Layer Services

· Time Critical Onboard Intra-Network Services 

This CCSDS document provides recommendations for the SOIS Intra-Network Services, which provides a consistent set of time-critical services over various data-links and sub-networks onboard a spacecraft. Similarly, a consistent QoS is provided across different data-links and sub-networks.
For an architectural overview of the Time Critical Onboard Intra-Network Services please refer to RD 6. To understand the QoS approach refer to RD 7.
1.6.1 DOCUMENT NOMENCLATURE 

The following conventions apply throughout this Recommendation: 

a) The words ‘shall’ and ‘must’ imply a binding and verifiable specification; 

b) The word ‘should’ implies an optional, but desirable, specification; 

c) The word ‘may’ implies an optional specification; 

d) The words ‘is’, ‘are’, and ‘will’ imply statements of fact. 

1.7 REFERENCES 

The following documents contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All documents are subject to revision, and users of this Recommendation are encouraged to investigate the possibility of applying the most recent editions of the documents indicated below. The CCSDS Secretariat maintains a register of currently valid CCSDS Recommendations. 

[1] Spacecraft Onboard Interfaces Concepts and Rationale Green Book, CCSDS, CCSDS-830.0-G-0.4, Green Book, Issue TBD, Washington D.C., CCSDS, September 2003

[2] Information Technology.Open Systems Interconnection.Basic Reference Model: The Basic Model. International Standard, ISO/IEC 7498-1. 2nd ed. Geneva: ISO, 1994. 

[3] Information Technology.Open Systems Interconnection.Basic Reference Model.Conventions for the Definition of OSI Services. International Standard, ISO/IEC 10731:1994. Geneva: ISO, 1994. 

[4] Space Link Identifiers, CCSDS 135.0-B-1, (Future Issue) 

[5] SOIS Concept and Rationale,  CCSDS nnn.n-G-x.  Issue x.  CCSDS, month year.

[6] Recommendation for Time-Critical Onboard Network Services (TCONS) and Onboard Bus/LAN (OBL) Architecture, CCSDS nnn.n-R-1.1.  Issue x.  CCSDS, September, 2005.

[7] Time Critical Onboard Networking Services Quality of Service White Paper, CCSDS nnn.n-?-x.  Issue x.  CCSDS, month year

[8] Recommendation for Onboard Sub-Network Generic Interface Specification, CCSDS nnn.n-R-x.  Issue x.  CCSDS, month year

[9] Recommendation for TCONS Application Programming Interface, CCSDS nnn.n-R-x.  Issue x.  CCSDS, month year

[10] Recommendation for TCONS Network Management Service, CCSDS nnn.n-R-x.  Issue x.  CCSDS, month year

[11] Recommendation for TCONS over SpaceWire, CCSDS nnn.n-R-x.  Issue x.  CCSDS, month year

[12] Recommendation for TCONS over Ethernet, CCSDS nnn.n-R-x.  Issue x.  CCSDS, month year

[13] Recommendation for TCONS over Mil-Std 1553, CCSDS nnn.n-R-x.  Issue x.  CCSDS, month year

2 OVERVIEW

The Intra-networking Service is designed to enable multiplexing of a variety of internetworking protocols with a consistent range of quality of service support over different underlying data links.   The Intra-network service interface provides TCOAS and other users a common Quality of Service mechanism when transporting data across a variety of underlying data links.

2.1 Context

The Intra-network layer provides Quality of Service functions to a variety of user applications, such as Time Critical Onboard Application Service (TCOAS), Space Internet Services (SIS), and others, for a point-to-point transport of data over a single sub-network onboard a single spacecraft.  Quality of Service elements supported by the Intra-network layer include:

1) Priority

2) Resource Reservation

3) Retry/Redundancy

These three QoS elements map into four TCONS Quality of service traffic services for onboard data communications:

1) Best Effort

2) Assured

3) Reserved

4) Guaranteed

Data to be transported is passed to the Intra-network service via the Intra-network service interface with a requested QoS. The requested QoS is referred to as a traffic class which includes the type of service (Best-Effort, Assured, Reserved or Guaranteed), priority and where appropriate a channel identifier that identifies a resource reservation (time or bandwidth).  As shown in Figure 2-1, the data is multiplexed, prioritized, and the required resources for transport are allocated.  The data is then passed to the appropriate data link for transfer across the bus.  The SOIS supported data links may inherently provide the quality of servicefunctionality requested by the intra-network layer.  In the case where the data link does not have the required level of QoS, the missing function is added by SOIS.   See the SOIS mapping documents for details of the functionality provided by SOIS for several different data links [RD 11, 12, 13].

Figure 2‑1 shows the context of the Intra-Network Service. The Intra-Network Service provides Protocol Multiplexing and Quality of Service functions to support the applications using this service.
 Applications wishing to use the SOIS Intra-Network Service interface do so via that Intra-Network Service Interface which provides four distinct services: Best-Effort, Assured, Reserved and Guaranteed. A Network Management Service Interface is also provided to access the Network Management Services which are responsible for configuring, managing and collecting status information from the Intra-Network Services. The Intra-Network Service makes use of the Data Link to transfer data and control information.  Applications that may use the Intra-Network Service include the Time-Critical Onboard Network Services (TCONS), Space Internet Services (SIS), or other CCSDS transport and network protocols, the Time-Critical Onboard Applications Services (TCOAS) and user applications that wish to use the Intra-Network Services directly.


[image: image3.emf]Network Management

Services

Data Link

Network

Management 

Service 

Interface

Quality of Service

Priority Resource Reserved

Intra-

Network

Services

Protocol Multiplexing

Intra-

Network

Service

Interface

Applications (TCONS, SIS, TCOAS, User)

Best-Effort Assured Reserved Guaranteed




Figure 2‑1:  Intra-Network Service Context

2.2 Assumptions

The following assumptions have been made in designing the SOIS Intra-Network Services:
· Time critical behaviour implies operation over a single sub-network, i.e. time-critical operations take place in the Intra-Network layer. Inter-Network services are not normally time-critical.

· SOIS Intra-network services are provided across single sub-networks.

· SOIS Intra-network services are made available to protocol entities in the network and application layers.

3 INTRA-NETWORK ServiceS 

In this section the SOIS Intra-Network Service are defined. The SOIS Intra-Network is a subdivision of the Network layer and provides sub-network independent convergence functionality. 

First an overview of the SOIS Intra-Network Layer is given in section 3.1. The service parameters are introduced in section 3.2. The four services provided by SOIS Intra-Network Layer are then described in sections 3.3, 3.4, 3.5 and 3.6. Each of these four sections contains sub-sections providing:

· an overview of the service,

· a definition of the service primitives.
3.1 Overview

The SOIS Intra-Network Services transfer packets of information from one End-System on a data-link/sub-network to another End-System on the same data-link/sub-network, using the SOIS data-link functions to move the information across the data-link/sub-network. An End System is a system using
 the SOIS Intra-Network services e.g. an application running on a processor which has the SOIS Intra-Network services installed.
There are four communication services provided by the SOIS Intra-Network Layer:

· Best-Effort Service (Differentiated
, Non-reliable)
· Makes a single attempt to deliver data to its destination but cannot ensure that it will be delivered successfully.
· 
· The order of data packets is not necessarily preserved.

· A priority parameter is used to signal the importance of the data to the service.  This priority space is common with the Assured Service.

· Assured Service (Differentiated, Reliable) 
· Ensures delivery of data to its destination.
· Should it not be possible to provide the assured service this is indicated to the sending entity i.e. if it is not possible to deliver data the user is informed.
· Data is provided in sequence and complete.
· A priority parameter is used to signal the importance of the data to the service.  This priority space is common with the Best-Effort Service.

· Reserved  Service (Differentiated, Non-Reliable, Reserved)
· Makes a single attempt to deliver data to its destination but cannot ensure that it will be delivered successfully.
· Data is provided in-sequence.

· A Channel defines the resources that are used to transmit the SDU. 

· A priority parameter is used to signal the importance of the data to the service.  This priority defines the priority of a communication within the resource reservation i.e. within a Channel.
· Guaranteed Service (Differentiated, Reliable, Reserved) 

· Ensures delivery of data to its destination.
· Should it not be possible to provide the guaranteed service this is indicated to the sending entity i.e. the user is informed if it is not possible to deliver the data.
· Data is provided in sequence and complete.

· A Channel defines the resources that are used to transmit the SDU.

· A priority parameter is used to signal the importance of the data to the service.  This priority defines the priority of a communication within the resource reservation i.e. within a Channel.
· Features common to all TCONS services

· Data is provided without error and duplication.
· Incompleteness of data will be signalled to the receiver whenever possible.

· Individual Service Data Units being sent cannot be larger than the MDU.

3.2 Service Parameters

The Service Parameters are listed in brackets following the name of the particular service. 

For example:

INTRA_BE_SEND.request (Source, Destination, Protocol ID, Data, Priority)

INTRA_BE is the name of the service.

SEND.request is the name of the primitive.

(Source, Destination, Protocol ID, Priority) are the parameters.

The parameters used in the Intra-Network Service are defined below:
Data

The Data parameter is the Service Data Unit (SDU) of the SOIS Intra-Network (SOIS-INTRA) service.

Source Address
The Source Address defines the end system which is the originator of the SDU. The Source Address is a logic address which may be global to a spacecraft or local to the sub-network. Reserved Source Address values are controlled by RD 4.

Destination Address
The Destination Address defines the end system which is the recipient of the SDU. The Destination Address is a logic address which may be global to a spacecraft or local to the sub-network. Reserved Destination Address values are controlled by RD 4.

Protocol ID

The Protocol ID defines the protocol entity which is the user of the SOIS Intra-Network service and which is the originator or consumer of the SOIS Intra-Network service primitives. Reserved Protocol ID values are controlled by RD 4.

Note that the Source Address and Protocol ID, taken together, uniquely identifies a SOIS Intra-Network Source Service Access Point (SOIS-INTRA-SSAP) and that the Destination and Protocol ID, taken together, uniquely identifies a SOIS Intra-Network Destination Service Access Point (SOIS-INTRA-DSAP)

Channel (Used for reserved or guaranteed services only)

A Channel fully specifies a point-to-point resource reservation for a subnetwork communication.  For Time division multiplexed (scheduled) systems, the Channel identifies a list of time slots that may be used to support transmission of the channel data.  For systems based on bandwidth reservation, the Channel identifies the percentage of network resources that may be used to support the transmission. The time-slot allocation or bandwidth reservation for each channel is defined by management parameters. This definition is referenced by the Channel number. 

Priority

Priority indicates the importance of the data to the system.  Lower numbers indicate higher priority.  The Best Effort and Assured services share 16 priority levels, i.e. Best Effort priority 1 is identical to Assured Priority 1.  For resource reserved channels the specified priority allows packets within a channel to be prioritized.
Failure Metadata

Failure Metadata is information generated by the Intra-Network service provider to the sending entity to provide information related to a failure of service provision. 
3.3 best-Effort Data Delivery Service

In this section, the Best-Effort service is defined. First an overview of this service is provided, and then the service primitives are presented.
3.3.1 best-Effort Service Overview

The Best-Effort data delivery service can send data from one End System to another End System on the same sub-network
. The Best-Effort service does not have to establish a connection between End Systems before sending data. The service offered cannot ensure delivery of information to a destination End System. The service provided is on a best effort basis, hence its name. Data that goes missing or is corrupted during its transfer across the sub-network will be lost and the source End System will not be informed that the data has been lost.

The Best-Effort service supports priority. When a packet is passed to the SOIS Intra-Network service for sending, it is assigned a priority level by the user. High priority packets are sent before lower priority ones. 

The maximum amount of data that can be sent in one packet is limited to the MDU. This is the maximum amount of data that can be passed in one go to the Best-Effort service. 

Packets of data that are sent can arrive at the destination in a different order to that in which they were sent: the packet sequence may not be maintained across the sub-network.

An Intra-network service user (i.e. Transport/Network Protocol, TCOAS service or user application) that wishes to receive data has to register (bind) with the Best-Effort service. This allows the End System to provide receive buffers for the information to be placed in, potentially enhancing the performance of the receiving process.

The Best-Effort service has the following features:

· Send a packet

· Receive a packet

· Maximum size of user data in a Best-Effort SDU is specified by the MDU (managed parameter)
· No need to set up a connection before sending and receiving data

· Priority packet support

· Delivery is not ensured
· No order preservation

· Statistics maintained about errors and undelivered data.

3.3.2 Best-Effort Service Primitives

In this section the service primitives for the Best-Effort service are presented.

There are two primitives used by this service:

· Send.request which requests to send an SDU, 

· Receive.iIndication which indicates that a packet has been received and which passes the corresponding SDU to the Service User.
3.3.2.1 Send Request

Function

The SEND.request primitive requests the Best-Effort service to send a SDU to a destination End System, which hosts a peer user and provider of the Best-Effort service. The SDU is assigned a priority level which determines the urgency with which it will be sent over the onboard sub-network.

Semantics

INTRA_BE_SEND.request (Source, Destination, Protocol ID, Data, Priority)

When Generated

The SEND.request primitive is generated by the Best Effort service user at any time.
Effect on Receipt

Receipt of the SEND.request primitive shall cause the SOIS Intra-Network Best Effort service provider to encapsulate the SDU and to issue a PDU over the underlying data-link/sub-network. The PDU format is specific for each type of subnetwork (please refer to…) 

Additional Comments

Destination is the address of the End System to where the data is directed.

Source is the address of the End System that sent the data. 

Protocol ID identifies the protocol entity which is the user of the Best-Effort service.

Data is the information to be sent from the Source to the Destination End System.

Priority indicates the level of precedence that should be given to the data compared to other SDUs being serviced or other PDUs on the sub-network.
3.3.2.2 Receive Indication

Function

The Receive Indication is used to pass the contents of a received Best-Effort Service PDU to the destination Best Effort service user.

Semantics

INTRA_BE_RECEIVE.indication (Source, Destination, Protocol ID, Data
 )

When Generated

This primitive is issued by the Best Effort service provider to the receiving application
 on receipt of a DATA PDU. The corresponding SDU is made available to the protocol identified by the Protocol ID
 or to other type of Service User
Effect on Receipt

The effect on receipt of a RECEIVE.indication primitive is for the data received to be read by the receiving service user. 
Additional Comments

Destination is the address of the End System where the data has been received.

Source is the address of the End System  that sent the data.
Protocol ID identifies the protocol entity which is the user of the Best Effort service.
Data is the data received by the Best-Effort service provider entity and directed to the specified protocol entity (or other type of Service User).

3.4 ASSURED Data Delivery Service

In this section, the assured service is defined. First an overview of this service is provided, and then the service primitives are presented.

3.4.1 ASSURED Service Overview

The Assured data delivery service sends data from one End System to another End System on the same sub-network and ensures that the data arrives intact, free of errors and in the same order in which it was sent.
The maximum amount of user data that can be sent in one packet is limited to the Maximum Data Unit (MDU). This is the maximum amount of data that can be passed to the Assured service in one SDU.
The Assured service has the following features:

· Maximum SDU size is determined by the Maximum Data Unit (MDU) management parameter

· SDU priority supported
· Delivery ensured through retry and redundancy mechanisms
· Statistics maintained about errors and undelivered data.

3.4.2 ASSURED Service Primitives

In this section the Assured service primitives are presented.

There are three primitives used by this service:

· Send.request which requests to send a packet of data across a data-link/sub-network.
· Receive.indication which indicates that a packet has been received on the data-link/sub-network and is ready for the user of the Assured service to read. 

· Failure.indication, which indicates that the retry limit for the sending process has been reached.
3.4.2.1 Send Request

Function

The SEND.request primitive is invoked by an Assured service user to send data over the data-link/sub-network.
Semantics

INTRA_ASSURED_SEND.request (Source, Destination, Protocol ID, Priority, Data)

When Generated

The SEND.request primitive is generated by the Assured service user at any time.
Effect on Receipt

Receipt of the SEND.request primitive shall cause the Assured service provider to issue a DATA PDU containing the data passed with the send request and addressed with the sub-network address of the destination
.
Additional Comments

Destination is the address of the End System to where the data is directed.

Source is the address of the End System that is sending the data.
Protocol ID identifies the protocol entity which is the user of the Assured service (if present)
Data is the data to be sent from the Source to the Destination End System.

Priority indicates the level of precedence that should be given to the data compared to other SDUs being serviced or other PDUs on the sub-network.

3.4.2.2 Receive Indication

Function

The Receive.indication is used to pass the contents of a received Assured service DATA PDU to the receiving Service User.
Semantics

INTRA_ASSURED_RECEIVE.indication (Source, Destination, Protocol ID, Data
)

When Generated

This primitive is issued by the Assured service provider to the SOIS Intra-Network Assured service user on successful receipt of an assured DATA PDU. The corresponding SDU is made available to the protocol identified by the Protocol ID
.

Effect on Receipt

The effect of receipt of the INTRA-ASSURED_RECEIVE.indication primitive is that the service user reads the data, informing the Assured service when the data has been read. It is up to the user of the Assured service what it does with the data once it has been read.
Additional Comments

Destination is the address of the End System
where the data has been received.

Source is the address of the End System that sent the data.
Protocol ID identifies the protocol entity which is the user of the SOIS Intra-Network Assured service.
Data is the data received by the Assured service entity and directed to the receiving SOIS Intra-Network Assured service user (e.g. a protocol entity). 

3.4.2.3 Failure Indication

Function

The Retry Failure Indication is used to indicate, to the application that requested to send data  that it has not been possible to send and/or confirm delivery of a Data PDU after a maximum number of retries.

Semantics

INTRA_ASSURED_ FAILURE.Indication (Source, Destination, Failure Metadata)
When Generated

This primitive is issued by the Assured service provider to the service user when the retry limit for a DATA PDU has been exceeded. Note that the retry limit is a managed parameter; see RD 6 and RD 10.

Effect on Receipt

The effect of receipt of the INTRA-ASSURED_FAILURE.Indication primitive is undefined, i.e. it is up to the user of the Assured service what it does when it gets a failure indication.

Additional Comments

Destination is the address of the End System where the data was to be sent.
Source is the address of the End System that sent the data.
Failure Metadata contains information about the type of error that occurred resulting in the failure to send and confirm delivery of the Data PDU to the specified destination
.
3.5 Reserved Data Delivery Service

In this section, the Reserved service is defined. First an overview of this service is provided, and then the service primitives are presented.

3.5.1 Reserved Service Overview

The Reserved data delivery service sends data from one End System to another End System on the same sub-network using reserved resources. The
 Reserved service assumes that the reserved resources that it wants to use have been set up by the Network Management service
. The reserved resources are identified by a channel number. The Reserved service can only use pre-defined channels for communication. It cannot dynamically open new channels. The Reserved service does not ensure delivery of information to a destination End System, but it does reserve communication resources. Data that goes missing or is corrupted during its transfer across the network will be lost and the source End System will not be informed that the data has been lost.

The Reserved service supports priority within a resource-reserved channel. When a SDU is passed to the Reserved service for sending it is assigned a priority level and channel number by the service user. High priority packets are sent and forwarded before lower priority ones.  All packets are sent using the sub-network resources specified by the channel number. The resources are allocated for each channel by the Network Management service [RD 10] and must be set up before the channel is used to send data.
The maximum amount of user data that can be sent in one Reserved DATA PDU is limited to the MDU. This is the maximum amount of data that can be passed in one go to the Reserved service. 

Packets of data that are sent can arrive at the destination in a different order
 to that in which they were sent: the packet sequence may not be maintained across the network
.

An Service User (i.e. Transport/Network Protocol, TCOAS service or user application) that wishes to receive data has to register (bind) with the Reserved service. This allows the Service User to provide receive buffers for the information to be placed in, potentially enhancing the performance of the receiving process.

The Reserved service has the following features:

· Maximum size of user data in a Reserved SDU is specified by the MDU

· Channel reserving sub-network resources must be set up before sending and receiving data

· SDU priority supported within each channel

· Delivery is not ensured
· No order preservation

· Statistics maintained about errors and undelivered data.

3.5.2 Reserved Service Primitives

In this section the service primitives for the Reserved service are presented.

There are two primitives used by this service:

· Send.request which requests to send an SDU through a pre-arranged channel, from a source End System to a destination End System on the same sub-network, 

· Receive.indication which indicates that a PDU has been received and which passes the corresponding SDU to the Service User.
3.5.2.1 Send Request

Function

The SEND.request primitive requests the Reserved service to send a SDU using a specific channel to a destination End System, hosting a user of the Reserved service. The channel references a set of reserved resources forming a path from the source to the destination. Resources are allocated to a channel by the Network Management service [RD 10]. The SDU is assigned a priority level which determines the urgency with which it will be sent and forwarded through the onboard sub-network. The priority applies only within the channel that is being used to send the data. Since resources are reserved the SDU does not have to compete with SDUs in other channels for accessing the underlying Data link.
Semantics

INTRA_RESERVED_SEND.request (Source, Destination, Protocol ID, Data, Priority, Channel)

When Generated

The SEND.request primitive is generated by the Reserved service user at any time.
Effect on Receipt

Receipt of the SEND.request primitive shall cause the SOIS Intra-Network Reserved service provider to encapsulate the SDU and to issue a corresponding DATA PDU over the underlying data-link/sub-network. The PDU format is specific for each type of subnetwork (please refer to…)
Additional Comments

Destination is the address of the End System to where the data is directed.

Source is the address is the address of the End System that sent the data. 

Protocol ID identifies the protocol entity which is the user of the Reserved service

Data is the data to be sent from the Source to the Destination End System.

Priority indicates the level of precedence that should be given to the data compared to other SDUs being serviced or other PDUs in the same channel on the sub-network.

Channel is the identifier of the set of reserved resources (i.e. Time slots or bandwidth portion) that are to be used to send the data.

3.5.2.2 Receive Indication

Function

The Receive.indication is used to pass the contents of a received Reserved service PDU to the Reserved service user.

Semantics

INTRA_RESERVED_RECEIVE.indication (Source, Destination, Protocol ID, Data
)

When Generated

This primitive is issued by the Reserved Service Provider to the receiving Service User on receipt of a Reserved DATA PDU. The corresponding SDU is made available to the user protocol entity identified by the Protocol ID or to other type of service user.
Effect on Receipt

The response of the Service User to a RECEIVE.indication primitive is for the data received to be read. It is then up to the Service User what it does with this data.

Additional Comments

Destination is the address of the End System where the data has been received.

Source is the address of the End System that sent the data.

Protocol ID identifies the protocol entity which is the user of the Reserved service.

Data is the data received by the Reserved service entity and directed to the specified protocol entity (or other type of Service User).

3.6 Guaranteed DATA Delivery Service

In this section, the Guaranteed service is defined. First an overview of this service is provided, and then the service primitives are presented.

3.6.1 Guaranteed Service Overview

The Guaranteed data delivery service sends data from one End System to another End System on the same sub-network using reserved resources. The Guaranteed service assumes that the reserved resources that it wants to use have been set up by the Network Management service. The reserved resources are identified by a channel number. The Guaranteed service can only use pre-defined channels for communication. It cannot dynamically open new channels. The Guaranteed service ensures the data arrives intact and in the same order in which it was sent.
The Guaranteed service supports priority within a resource-reserved channel. When a SDU is passed to the Guaranteed service for sending it is assigned a priority level and channel number by the Service User. High priority packets are sent and forwarded before lower priority ones.  All packets, data and control, are sent using the sub-network resources specified by the channel number. The resources are allocated for each channel by the Network Management service [RD 10] and must be set up before the channel is used to send data.

The maximum amount of user data that can be sent in one Guaranteed packet is limited to the Maximum Data Unit (MDU). This is the maximum amount of data that can be passed to the Assured service in one SDU.

The Guaranteed service has the following features:

· Maximum SDU size is determined by the Maximum Data Unit (MDU) management parameter

· Channel reserving sub-network resources must be set up before sending and receiving data

· SDU priority supported within each channel

· Delivery ensured through retry and redundancy mechanisms
· Statistics maintained about errors and undelivered data.

3.6.2 Guaranteed Service Primitives

In this section the service primitives for the Guaranteed service are presented.

There are three primitives used by this service:

· Send.request which requests to send an SDU through a pre-arranged channel, from a source End System to a destination End System on the same sub-network, 

· Receive.indication which indicates that a PDU has been received and which passes the corresponding SDU to the Service User.

· Failure.indication, which indicates that the retry limit for the sending process has been reached.
3.6.2.1 Send Request

Function

The SEND.request primitive requests the Guaranteed service to send a SDU using a specific channel to a destination End System, hosting a user of the Guaranteed service. The channel references a set of reserved resources forming a path from the source to the destination. Resources are allocated to a channel by the Network Management service [RD 10]. The SDU is assigned a priority level which determines the urgency with which it will be sent and forwarded through the onboard sub-network. The priority applies only within the channel that is being used to send the data. Since resources are reserved the SDU does not have to compete with SDUs in other channels. It the communication fails then it is retried until either the communication is successful or until a specified number of retries has been attempted. The number of retried is a Network Management parameter [RD 10].

Semantics

INTRA_GUARANTEED_SEND.request (Source, Destination, Protocol ID, Channel, Priority, Data)

When Generated

The SEND request primitive is is generated by the Guaranteed Service User at any time.
Effect on Receipt

Receipt of the SEND.request primitive shall cause the SOIS Intra-Network Guaranteed service provider to encapsulate the SDU and to issue a corresponding DATA PDU over the underlying data-link/sub-network. Additionally, the SOIS Intra-Network Guaranteed service provider shall also manage the traffic of any control/data PDU supporting the retry mechanism. The retry function is implemented differently for each type of underlying subnetwork (please refer to…) 
Additional Comments

Destination is the address of the End System to where the data is directed.

Source is the address of the End System that sent the data.
Protocol ID identifies the protocol entity which is the user of the Guaranteed service.
Data is the data to be sent from the Source to the Destination End System.

Priority indicates the level of precedence that should be given to the data compared to other SDUs being serviced or other PDUs in the same channel on the sub-network.

Channel is the identifier of the set of reserved resources that are to be used to send the data.

3.6.2.2 Receive Indication

Function

The RECEIVE.indication primitive is used to pass the contents of a received Guaranteed Service DATA PDU to the Guaranteed Service User.

Semantics

INTRA_GUARANTEED_RECEIVE.indication (Source, Destination, Protocol ID, Data
)

When Generated

This primitive is issued by the service provider to the receiving application on receipt of a Guaranteed DATA PDU. The corresponding SDU is placed in a queue for access by the user protocol entity identified by the Protocol ID or by other type of Service User.

Effect on Receipt

The response of the End System to a RECEIVE.indication primitive is for the data received to be read by the protocol identified by the Protocol ID. It is then up to the End System what it does with this data.

Additional Comments

Destination is the address of the End System where the data has been received.

Source is the address of the End Syetm that sent the data.

Protocol ID identifies the protocol entity which is the user of the Guaranteed service.

Data is the data received by the Guaranteed service entity and directed to the specified protocol entity (or other type of Service User).

3.6.2.3 Failure Indication

Function

The Failure.indication is used to indicate that it has not been possible to send and confirm delivery of a Guaranteed Data PDU after a maximum number of retries.

Semantics

INTRA_GUARANTEED_ FAILURE.indication (Source, Destination, Failure Metadata)
When Generated

This primitive is issued by the Guaranteed service provider to the service user when the retry limit for a PDU has been exceeded. Note that the retry limit is a managed parameter; see RD 6 and RD 10.

Effect on Receipt

The effect of receipt of the INTRA-GUARANTEED_FAILURE.Indication primitive is undefined, i.e. it is up to the user of the Assured service what it does when it gets a failure indication.

Additional Comments

Destination is the address of the End System where the data has been received.

Source is the address of the End System that sent the data.
Failure Metadata
 contains information about the type of error that occurred resulting in the failure to send and confirm delivery of the Guaranteed Data PDU to the specified destination.







































�A small example would help understand


�This shall be moved at the beginning of the section 


�This has been also said at the beginning of the section


�We shall specify that this does not stop the system engineer to synchronize the various intra-network layer in order to support time-critical data transfer across multiple subnets. But this is out of the scope of SOIS.


�Actually, an end system is the device ‘hosting’ the SOIS service. I think it would be better to distinguish the End System from the Service User 


�What do you mean by differentiated ? I guess has something to do with priority, but it is not clear to the reader.


�Is it true also for Best Effort and Reserved services ?


�It is a generic definition. Better placed at the beginning of section 3.1


�What is the value if the user is not a protocol ?


�Do we also need to provide the priority? The destination user might need it in order to classify traffic accordingly.


�For other primitives you use the wording “Service User” which I think is more appropriate.


�What if there is no protocol ?


�It is OK but is not consistent with the Best Effort service (where you talk about encapsulation of the SDU)


�Also priority ?


�Again, what if there is no protocol ?


�What is the format of the failure metadata ? Is it something implementation specific ?


�The end system shall be defined only in one place at the beginning of section 3. Moreover, this definition is not in line with the OSI one, where an end system is just the device hosting an ‘end’ of the communication. This is opposed to intermediate system (e.g. a router) 


�Or a priori at system engineering level.


�Even for Best Effort like services ?


�Subnetwork


�Also priority ?


�Again. Also priority ?


�What is the format ?
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