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1 INTRODUCTION

1.1 Purpose and Scope
The purpose of this Recommendation is to provide an architectural overview of the Spacecraft Onboard Interface Services (SOIS) being developed by the Time Critical Onboard Network Services (TCONS) and Onboard Bus and LAN (OBL) working groups.  These services encompass the transport, network, and data link layers.
TCONS provides time-critical network services which can operate over many different Buses/sub-networks permitting the creation of heterogeneous flight networks with common software interfaces. Time-critical means that the user of the TCONS service cares about when an item of data will be delivered. This may take the form of a deadline for delivery, of priority of delivery or of reservation of bandwidth across a network.  Time criticality is guaranteed within each bus/sub-network but not between distinct Buses/sub-networks. TCONS provides time critical quality of service functions and isolates the application or transport and network layer software from the specific bus/sub-network being used. The aim is to support software reuse while at the same time allowing the spacecraft system engineer freedom in selecting an appropriate onboard communication infrastructure. 

This Recommendation defines the TCONS services in terms of:


a)  the services provided within each layer;


b)  the service access points within the architecture;
It does not specify:


a)  individual implementations or products;


b)  the implementation of service interfaces within real systems;


c)  the protocols data units employed by the services;


d)  the technologies required to perform the services; 

1.2 Applicability

This Recommendation applies to the creation of Agency standards and to future data communications over spacecraft onboard networks.  The Recommendation includes an overview of the services required for inter-Agency cross support.  It is neither a specification of, nor a design for, real systems that may be implemented for existing or future missions.
The Recommendation specified in this document is to be invoked through the normal standards programs of each CCSDS Agency and is applicable to those missions for which the services described in this Recommendation is anticipated.   Where mandatory capabilities are clearly indicated in sections of the Recommendation, they must be implemented when this document is used as a basis for cross support. Where options are allowed or implied, implementation of these options is subject to specific bilateral cross support agreements between the Agencies involved. 
1.3 Rationale

The purpose of an onboard network is to transfer data between two end systems residing on the same sub-network or on different sub-networks.  The Time Critical Onboard Network Services (TCONS) and Onboard Bus/Lan (OBL) services address the problem of transfer of information across a spacecraft onboard network comprising one or more sub-networks where the sub-networks or buses may be of vastly different types (e.g. SpaceWire and Mil-Std-1553).   This concept allows a range of Application layer protocols and processes to be implemented over a well-defined standard set of service profiles regardless of the characteristics of the existing underlying sub-networks.

Existing protocols like TCP/IP were considered but found to lack the time-critical behaviour required for TCONS. At the same time, the importance of using common Internet protocols across the ground, space-link and spacecraft onboard networks was recognized. The use of TCP/IP and other networking protocols are permitted within the architecture. It was also realized that anyone designing a spacecraft system that supports time-critical behaviour should put all related time-critical units on the same bus/sub-network. Therefore the key responsibility of TCONS is to provide a Quality-of-Service (QoS) service to any transport or network layer within any supported bus/sub-network. The QoS functions are a range of services classified according to their time-critical behaviour and which provide a common interface to the underlying sub-networks/buses.
1.4 Document Structure

This document is divided into two sections.  Section 2 provides an overview of the SOIS architecture and the TCONS/OBL architecture with subsections describing each layer in detail.  Section 3 provides an overview of the Onboard Bus and LAN architecture, with subsections describing each function.
1.4.1 Terms

For the purpose of this document, the following definitions apply.

Best Effort – no guarantee of packet delivery or order of delivery of packets


Fragmentation – The division of Network protocol data units (PDUs) by the data link into shorter sections (fragments) that are short enough to be sent over the data link. The data link is responsible for reassembling the fragments back into Network protocol data units (datagrams) when returning to the TCONS network layer.


Heterogeneous network – a network that uses one or more underlying communications protocols e.g. part SpaceWire and part Mil-Std 1553.

Packet – Delimited octet aligned data unit.
Priority – Differentiated treatment of a SDU or PDU whereby an SDU or PDU of higher priority is handled before one of lower priority.
Protocol data unit (PDU) – A unit of data specified in a protocol and consisting of protocol-control-information and possibly user data.
Quality of Service (QoS) – The ability of a communication system to provide predictable and differentiated services. Quality of Service for a communication service may be characterised in terms of important features relevant to that communications service, for example: Reliability, Transmission rate, Effective Bandwidth and latency, Error rate.


Reliability – A quality of service parameter indicating whether or not TCONS will attempt to acknowledge the successful receipt of a packet and possibly retry sending a PDU if no acknowledge is received by the sender..


Time Critical – A packet must be delivered within a certain period of time, or be treated preferentially wit respect to other packets.
Traffic Class – A traffic class is a category of traffic on a sub-network distinguished by its quality of service. 
The following abbreviations have been used:

API

Application Programming Interface
CCSDS
Consultative Committee for Space Data Systems
IP

Internetwork Protocol
LAN

Local Area Network
NP

Networking Protocol
OBL

Onboard Bus/LAN
PDU

Protocol Data Unit
QoS

Quality of Service
RD

Reference Document
SCPS

Space Communications Protocol Specification
SDU

Service Data Unit

SIS

Space Internetworking Services

SOIS

Spacecraft Onboard Interface Services

TCOAS
Time Critical Onboard Application Services

TCONS
Time Critical Onboard Network Services

TCP

Transmission Control Protocol
UDP

User Datagram Protocol

1.4.2 Nomenclature

The following conventions apply throughout this Recommended Standard:


a)  the words ‘shall’ and ‘must’ imply a binding and verifiable specification;


b)  the word ‘should’ implies an optional, but desirable, specification;


c)  the word ‘may’ implies an optional specification;


d)  the words ‘is’, ‘are’, and ‘will’ imply statements of fact.

1.5 REFERENCES

The following documents contain provisions that, through reference in this text, constitute provisions of the Recommendation.  At the time of publication, the editions indicated were valid.  All documents are subject to revision, and users of this recommendation are encouraged to investigate the possibility of applying the most recent editions of the documents indicated below.  The CCSDS Secretariat maintains a register of currently valid CCSDS Recommendations.
[1]  SOIS Concept and Rationale, Recommendation for blah blah…., CCSDS nnn.n-G-x.  Issue x.  CCSDS, month year.

[2]  Recommendation for Time-Critical Onboard Inter-Networking Service, CCSDS nnn.n-R-x.  Issue x.  CCSDS, month year

[3]  Recommendation for Time-Critical Onboard Intra-Networking Service, CCSDS nnn.n-R-x.  Issue x.  CCSDS, month year

[4] Time Critical Onboard Networking Services Quality of Service White Paper, CCSDS nnn.n-?-x.  Issue x.  CCSDS, month year

[5]  Recommendation for Onboard Sub-Network Generic Interface Specification, CCSDS nnn.n-R-x.  Issue x.  CCSDS, month year
[6]  Recommendation for TCONS Application Programming Interface, CCSDS nnn.n-R-x.  Issue x.  CCSDS, month year
[7]  Recommendation for TCONS over SpaceWire, CCSDS nnn.n-R-x.  Issue x.  CCSDS, month year
[8]  Recommendation for TCONS over Ethernet, CCSDS nnn.n-R-x.  Issue x.  CCSDS, month year
[9]  Recommendation for TCONS over Mil-Std 1553, CCSDS nnn.n-R-x.  Issue x.  CCSDS, month year
 

2 OVERVIEW

The SOIS architecture, shown in Figure 2‑1, defines a standard set of services for use onboard spacecraft.  The services are categorized by a stack of layers where each of the layers provides a specific set of functionality.  Each functional layer is described below. 
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Figure 2‑1 SOIS Architecture


a) User Applications – applications that use the SOIS services
b) TCOAS (Time Critical Onboard Application Services) layer – a collection of common onboard application that need the time-critical services of TCONS

c) Inter-network layer – provides transport and inter-networking services across multiple underlying sub-networks. The TCP/UDP/IP protocols are permitted as a SOIS transport/networking protocol. Other transport/network protocols are also permitted.

d) Intra-network layer – provides protocol multiplexing and quality of service functions for TCOAS and the inter-networking protocols.  QoS services provided by the intra-network are supported by functionality in the data link layer, such as redundancy and retry allocation. The Intra-Network layer provides a common interface to the various data link protocols. 
e) Data Link layer – contains the various data-links supported by SOIS. For each data link a common set of functions, represented by the Generic Data Link Abstraction block, is provided to the Intra-Network layer,

f) Network Management Service – used to configure, monitor and control the SOIS network.





3 TIME CRITICAL ONBOARD network services architecture

The internetworking, intra-networking, data-link layers and the network management service are illustrated in more detail in Figure 3‑1.  These layers are described in detail in the following sections.
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Figure 3‑1 TCONS/OBL Architecture
3.1 inter-network layer

The inter-network layer contains the transport and network layers. The TCP/UDP/IP protocols and their SCPS equivalents are included as CCSDS SIS preferred transport and network protocols. Other transport and network protocols are also allowed. TCONS specific transport and network protocols that provide time-critical services over multiple, heterogeneous sub-networks/buses may be provided in the future. 
The transport layer provides end-to-end communications services from a user application on one end-system to a user application on another end-system, across one or more sub-networks. Typical network services include a best effort service, like UDP, which makes no guarantees about delivery or order of delivery of packets, or a guaranteed delivery service, like TCP, where correctly ordered delivery of packets is ensured.

The network layer is responsible for routing datagrams across heterogeneous sub-networks from a source address on one sub-network to destination address on possible a different sub-network. 
The service access point exposed in the inter-network layer is the transport layer services. A common service interface to the inter-network service is defined in the TCONS Inter-network Service Interface Definition Red Book [RD2].  The Inter-Networking service interfaces with user applications through the TCONS API interface.  The user application must identify the QoS required for the data being transported such that the data can be classified, or “tagged”, before being passed to the intra-network layer, where it is then categorized into a traffic class.   Refer to the QoS Whitepaper [RD4] for details on packet classification and traffic class.
Since protocol multiplexing and QoS services are in the Intra-Networking service, alternate network and transport protocols can cooperatively coexist with IP/NP.  Refer to the TCONS Inter-network Service Interface Definition Red Book [RD2] for more details.

3.2 intra-network layer

The intra-networking layer enables the multiplexing of multiple network protocols with a range of quality of service support over underlying data links.  The main function of the TCONS Intra-Network layer is queue management to support the prioritization, resource reservation and scheduling of PDUs.  The transmit interface to the Intra-network layer accepts the PDU to be transmitted along with parameters for the protocol, destination address and traffic class.   Together, these parameters supply all the information needed for transporting the PDU across a specific bus/LAN, to its destination, with a given QoS.   
The protocol multiplexing function supports the multiplexing and de-multiplexing of the different network protocols over the underlying data link links. Examples of protocols to be supported are IPv4, IPv6, and SCPS TP/NP.  When a PDU is transmitted, its protocol identifier is mapped to its standard form on the underlying bus/sub-network.  If no standard form exists, then a suitable form is defined by the SOIS mapping onto the particular underlying bus/sub-network [RD7-RD9]. 
The destination address is the next hop address and is used by the transmit interface to select the appropriate bus/sub-network and then to derive the appropriate bus/sub-network-specific destination address for the SDU.
   For example, the destination address may be a 32-bit number associated with a 1553 sub-network.  The intra-network layer uses this association to pass the SDU onto the required 1553 interface. The address translation from destination address to physical address is done in the data link layer.  In the current example it may be the 32-bit address to a 1553 RT/SA translation. 

The Traffic Class defines the type of traffic being passed to TCONS and how that traffic will be treated as it passes through a particular sub-network.  The Traffic Class encompasses priority, retry, redundancy, and resource reservation in a single QoS identifier which specifies to TCONS how an SDU is to be handled. The SOIS White book on the Quality of Service [RD4] and the TCONS Inter-network Service Interface Definition Red Book [RD2] should be consulted for more details.





Packets that arrive at their destination without error are de-multiplexed and provided to the appropriate protocol receive engine.  Data such as the traffic class, the protocol, the source address, the destination address, and the bus/sub-network type that the PDU was received on may be provided to the layer above if available. 



3.3 tcons api

The TCONS application programming interface (API) provides a consistent interface to the different possible transport layers and to the sub-network layer. The aim of the API is to provide compatibility at the software level, so that software written using one type of transport protocol can be used with another transport protocol. The API by its nature is programming language specific. The TCONS API will be written in C to provide an appropriate basis for developing similar APIs in other programming languages.

The TCONS API is a non-normative software interface to TCONS functionality that provides for application portability between implementations.  The API is presented in a C-Semantic but can be implemented in a variety of languages.  The TCONS API is a call back/ event driven interface allowing a direct link between network activity and software execution.

The Red book describing the TCONS API [RD6] should be consulted.
4 onboard bus and lan architecture

4.1 data link layer

The data link layer provides the means to communicate over various buses or sub-networks. It provides bus/sub-network specific functions for address translation, fragmentation, scheduling, retry and redundancy. The data link layer will be defined for several buses/networks including SpaceWire, IEEE1394, CAN, 1553 and Ethernet. Not all of these standard buses/networks provide the full set of required data link functionality. The aim of the SOIS data link layer is to fill in the missing functionality for each of the buses/networks and to provide a consistent set of data-link functionality to the sub-network layer. The data-link layer provides a consistent interface by implementing functionality required by the TCONS Intra-Networking service interface that is not included by the underlying bus/sub-network.  The data-link layer supports the SOIS Intra networking service and network management.

The data-link layer sends and receives delimited octet aligned data on a single bus/sub-network.  It provides optional link level services such as link level retry, redundancy management, and scheduling. Link QoS support includes retry on the same link, retry on an alternate (redundant) link.

The Data Link Layer is expanded further in Figure 4‑1.
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Figure 4‑1 OBL Architecture  
The Data Link Service Interface provides a common interface to the various underlying buses or networks. For each of the SOIS supported buses or networks, there are two components within the data link: firstly the bus or network standard and secondly a set of SOIS functions that are necessary to provide the SOIS quality of service and communications functions using the particular underlying bus or network. The SOIS data link functions include:


a)  Address translation


b)  Fragmentation


c)  Scheduling


d)  Retry


e)  Redundancy

Each of these functions is described in the following subsections.

4.2 redundancy function

The Redundancy Model adopted by SOIS is that of equivalent data links that provide alternative paths from a source end-point to a destination end-point on a single sub-network. The architecture supports autonomous switching between equivalent data links. Non-autonomous switching of paths can be done by an application specifying the bus/link/path to be used (using different destination address) or reconfiguring the TCONS routing table used to select which link is used for a particular address. Applications may control autonomous redundancy and link level retry by using a management parameter associated with the transmit traffic class.  It should be noted that system management policy might uniformly dictate a redundancy policy which applications must use.

Link equivalence requires two independent paths to a destination. These redundant paths may be used in one of three ways: 


a)  Sending data over both paths at the same time.


b)  Sending over the prime link and then if there is a failure using the redundant link 
     (Often used for MIL-STD-1553 bus).


c)  Sending over either link, then if failure of one link all traffic goes over the 
  
     remaining link. 

The link redundancy function is bus/sub-network specific.  The SOIS documentation associated with the specific Bus should be consulted.

4.3 retry function

The Link level Retry function provides a mechanism for resending PDUs that are incorrectly received at the other end of the data link. When the source sends a PDU, it starts a timer. When the PDU arrives at the destination, an acknowledgement is returned to the source. If the source does not receive the acknowledgement before the timer times-out, the PDU is assumed not to have arrived at the destination and the source resends the PDU.  Consideration should be given to any QoS parameters when setting the time-out and retry values, i.e. packets that have bounded latency requirements.  If multiple copies of the same PDU arrive at the destination, i.e. the first PDU arrived after the initial time-out, then any duplicates are discarded.   
Currently, IEEE802.2, Logical Link Control (LLC) is being investigated as a basis for the SOIS retry function.

4.4 scheduling function

The scheduling function provides for the delivery of PDUs according to a predefined schedule. This may be used to support deterministic data delivery and to reserve bus/sub-network bandwidth for communication between particular end-points or sets of end-points. The scheduling function is included specifically to support deterministic delivery and reserved bandwidth classes of traffic. Note, however, that bandwidth reservation may also be implemented without a scheduling function being preset.

The scheduling function splits up the bandwidth on a bus/sub-network using time division multiplexing. A number of equal duration time-slices are determined. During a time-slice, one end-point can send one or more PDUs provided that they do not exceed the duration of the time-slot. Hence the duration of a time-slot is linked to the maximum PDU size and the data-rate of the underlying bus/sub-network. If retry is to be supported in a particular time-slot, then the PDU length must be short enough to allow the maximum number of retries within a single slot.

The time-slots repeat cyclically with a repetition interval known as an epoch. Knowledge about the communication schedule is held in each end-point of the sub-network so that they know when (i.e. in which time-slot) they are allowed to transmit data. If a bus/sub-network supports broadcast, the PDU sent in one slot many be received by one, several or all end-points on the sub-network.

The Scheduling function is bus/sub-network specific.  The SOIS documentation associated with the specific Bus should be consulted for details.

4.5 fragmentation function

Fragmentation is needed if the underlying bus/sub-network cannot support the maximum PDU size in a single packet on the bus/sub-network or if the largest PDU will not fit in the allocated time slots. It is the data link’s responsibility to fragment PDUs if necessary and to reassemble them at the other end of the data link to reform the original PDUs before they are passed up to the inter-network layer.

Buses/sub-networks that can support the maximum PDU size in a single packet no not need fragmentation, assuming the maximum PDU is compatible with schedule table requirements.

The Fragmentation function is bus/sub-network specific. The SOIS documentation associated with the specific Bus should be consulted.

4.6 address resolution function

The support of IP/NP by SOIS implies that all packets routed between SOIS intranets using IP/NP occur based on the IP/NP address.  In general, each OBL has its own private address space.  
SOIS will support two classes of OBL, namely, non-route through OBL where IP source and destination addresses are mapped onto an OBL address space and knowledge of the original IP address is lost, and route through OBL where the original IP source and destination address is either transmitted or mapped in a recoverable way to the OBL address space.

Given this it seems to make sense to have the Inter-networking service accept Ipv4 addresses and cooperate with OBL to determine the OBL address. 

The Address translation function is bus/sub-network specific. The SOIS documentation associated with the specific Bus should be consulted.

5 network management

Network management configures and monitors all SOIS elements.  Specifically, the network manager configures all links and provides operational statistics and status for those links.  The network manager configures the Quality of Service function, routing and Address Translation tables, and monitors for fault conditions and violations of quality of service rules.  The network manager also configures the routing and address translation rules for the SOIS Stack and provides a consistent interface from all SOIS architectural elements to applications software such as Spacecraft health and safety.

The Network Manager is an application with a user interface provided via the SOIS API. Network Management Agents are present on all SOIS units to provide local network management services, directly accessing all levels of the protocol stack on the local 


































�Should we have this term?  If so, please help with definition


�I guess by its name, TCOAS means Time Critical, but I’m wondering if ALL the apps will use the TCONS route, i.e. File service (CFDP is not time-critical)


�This is confusing. Please clarify


�This diagram is a placeholder  for now.


�This is confusing. Please clarify


��I think this text could use some work.  I think the current idea is all OBL’s are “route through” since the source/dest logical addresses are known at the sender & receiver.





Address translation involves translating the logical addresses into bus-specific physical addresses and vice versa.  Since the logical addresses are 32 bit ints, they could well be IP addresses from the IP protocol layer.  However this is more a question of how IP stacks are mapped onto TCONS than of address translation itself.  An alternative IP stack mapping onto TCONS could just as easily use a secondary table that translates logical addresses to fake Ethernet addresses that are used to make TCONS look like an Ethernet driver.  (GDM)
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