1 Introduction
This document aims to describe the Spacecraft Onboard Interface Services (SOIS) being developed by the Time Critical Onboard Network Services (TCONS) and Onboard Bus and LAN (OBL) working groups.

The focus of TCONS in the past has been the development of time-critical network services which would be able to operate over a heterogeneous network. Time-critical means that the user of the TCONS service cares about when an item of data will be delivered. This may take the form of a deadline for delivery, of priority of delivery or of reservation of bandwidth across a network.
Existing protocols like TCP/IP were considered but found to lack the time-critical behaviour required for TCONS. At the same time the Spacecraft Integrated Systems (SIS) working group highlighted the importance of using common internet protocols across the ground, space-link and spacecraft onboard networks. While this push towards a common networking approach was understandable, it missed one of the essential philosophies in spacecraft development: “Keep the spacecraft as simple as possible and make the ground system as complex as necessary” (Stephan Thurey: ESA project manager for Herschel spacecraft).  No doubt the SIS argument is that a common network architecture across the space/ground system is a simple system approach, but this ignores the problems of implementing internet routers and TCP/IP stack in resource limited radiation tolerant systems. The inputs from SIS did, however, serve to provoke some critical reflection within the TCONS group.
It became clear that while we were concentrating on providing time-critical behaviour onboard a spacecraft we were not doing this as simply as possible. During the CCSDS meeting in Athens the TCONS/OBL working groups reviewed the onboard architecture and proposed some simplifications. At the same time the use of TCP/IP and other networking protocols were permitted within the architecture, recognising the requirement from SIS. It was realized that anyone designing a spacecraft system which had to support time-critical behaviour would put all the related time-critical units on the same bus/sub-network. TCONS was adding complexity by considering time-critical services over multiple, heterogeneous, sub-networks. The corollary to this was that the key responsibility of TCONS was to provide a Quality-of-Service (QoS) service to any transport or network layer that wanted to use the TCONS services. The QoS functions to be provided would give a range of services classified according to their time-critical behaviour and would provide a common interface to the underlying sub-networks/buses.
2 SOIS Architecture

The overall SOIS architecture is illustrated in Figure 1.
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Figure 1 SOIS Architecture
There are six separate functional layers within the SOIS architecture:
1. User applications – the users of the SOIS services

2. TCOAS (Time Critical Onboard Application Services) layer – a collection of common onboard application that need the time-critical services of TCONS

3. Inter-network layer – which provides transport and inter-networking services across multiple underlying sub-networks. The TCP/UDP/IP protocols are permitted as a SOIS transport/networking protocol. Other transport/network protocols are also permitted.

4. Intra-network layer – which provides protocol multiplexing and quality of service functions for TCOAS and the inter-networking protocols. It also a common interface to the various data link protocols.
5. Data Link layer – which contains the various data-links supported by SOIS. For each data link a common set of functions it provided to the Intra-Network layer, represented by the Generic Data Link Abstraction block.
6. Network Management application – which is used to configure, monitor and control the SOIS network.

3 Time Critical Onboard Network Services Architecture

The internetworking, intra-networking and data-link layers and the network management service are illustrated in more detail in Figure 2. These layers are described in the following subsections.
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Figure 2 TCONS and OBL Architecture

3.1 Inter-network Layer

The inter-network layer contains the transport and inter-network layers. The TCP/UDP/IP protocols are included as SIS preferred transport and network protocols. Other transport and network protocols are also allowed. TCONS specific transport and network protocols that provide time-critical services over multiple, heterogeneous sub-networks/buses may be provided in the future based on the Best-Effort, Guaranteed Delivery services that the TCONS working group has defined and the Scheduled services that TCONS has been developing. 
The transport layer provides end-to-end communications services from a user application on one end-system to a user application on another end-system, across one or more sub-networks. Typical network services include a best effort service, like UDP, which makes no guarantees about delivery or order of delivery of packets, or a guaranteed delivery service, like TCP, where correctly ordered delivery of packets is ensured.

The network layer is responsible for routing datagrams between sub-networks, delivering them to the required destination.

The service access point exposed in the inter-network layer is the transport layer services. A common service interface to the inter-network service is currently being defined as a TCONS red book (SOIS Inter-networking Red Book).

The Inter-Networking service interfaces with user applications through native socket functions and may implement the SOIS API interface. 

Since protocol multiplexing and QOS services are in the Intra-Networking service alternate network and transport protocols can cooperatively coexist with IP/NP. QOS tags are added to data leaving the Inter-Networking service. 

3.2 Intra-Network Layer

The intra-networking layer enables the multiplexing of multiple network protocols with a range of quality of service support over underlying data links.

The protocol multiplexing function adds a protocol identifier to the network protocol data unit (PDU) to support the multiplexing and de-multiplexing of the different network protocols over the underlying data link. The Quality of Service function provides support for priority based QoS, resource reservation based QoS and scheduled delivery based QoS.

Priority based QoS is fairly straightforward with high priority network PDUs being sent, forwarded and processed in the receiver before lower priority network PDUs. This requires separate transmit and receive queues for each level of priority to be supported. Multiple levels of priority may be mapped on a single queue if resource limitations or data link capabilities make this necessary. In this case priorities mapped on to a single queue will be treated in the same way i.e. as being of equal priority.
Resource reservation requires the a priori reservation of data link bandwidth for a particular class of traffic. The sending of datagrams of a particular traffic class is regulated by the available bandwidth for each class of traffic. If the available bandwidth has been used up then the datagram is held waiting until the average bandwidth utilisation for that traffic class drops. Other datagrams of different traffic classes which have not exceeded their bandwidth allocation will be sent in the meantime. Resource reservation requires a means of splitting up the bandwidth of the data link, either by time-slicing or by monitoring the amount of data sent for each class of traffic.
Scheduled delivery implies that the available bus bandwidth is separated into distinct time slots. Sending of a PDU is then assigned to a particular time slot. No other unit may send anything in the same time slot. The time taken to deliver the PDU is deterministic since the communication is over by the end of the allocated time slot. If it is necessary to provide a reliable, scheduled service then time to detect and retry a failed communication must be included in the allocated time slot. An extension of the time slot concept from shared buses to networks would permit the simultaneous sending of several PDUs in the same time slot, provided that the paths they were travelling over were mutually exclusive.

Quality of service tags are interpreted within the Intra-Network layer.  In many cases the quality of service function will actually be implemented jointly by TCONS and OBL.  The scope of the quality of service tags is a single OBL.  Thus if QoS is to be provided over multiple sub-networks on a Spacecraft the user must assure the quality of service of the Spacecraft wide network. TCONS and OBL only provide the QoS function across a single sub-network. It is worth noting however that the QoS tags are consistent regardless of the sub-network they are being used on. For example, a high priority QoS tag has the same value when used for SpaceWire or Ethernet. 

The Intra-Networking service has a private interface with OBL, the Generic Data Link Abstraction.  The TCONS Intra-Networking service is the main user interface for users of one or more independent OBL.  This service is used by the Inter-Networking service and also has an interface with Network Management.

3.3 Data-Link Layer
The data link layer provides the means to communicate over various buses or sub-networks. It provides bus/sub-network specific functions for address translation, fragmentation, scheduling, retry and redundancy. The data link layer will be defined for several buses/networks including SpaceWire, IEEE1394, CAN, 1553 and Ethernet. These standard buses/networks provide different sets of required data link functionality. The aim of the SOIS data link layer is to fill in the gaps for each of the buses/networks and to provide a consistent set of data-link functionality to the sub-network layer. The data-link layer provides a consistent interface by implementing functionality required by the TCONS Intra-Networking service interface that is not included by the underlying Bus/Lan.  The data-link layer supports the SOIS Intra networking service and network management.
The data-link layer sends and receives delimited octet aligned data on a single Bus/LAN.  It provides optional link level services such as link level retry, redundancy management, and scheduling. Link QoS support includes retry on the same link, retry on an alternate link.
3.4 Network Management

Network management configures and monitors all SOIS elements.  Specifically the network manager configures all links and provides operational statistics and status for those links.  The network manager configures the quality of service function and monitors for violations of quality of service rules.  The network manager configures the routing and address translation rules for the SOIS Stack and provides a consistent interface from all SOIS architectural elements to users like Spacecraft health and safety.

The Network Manager is an application with a user interface provided via the SOIS API. Network Management Agents are present on all SOIS units to provide local network management services, directly accessing all levels of the protocol stack on the local unit.
3.5 SOIS API

The SOIS application programming interface (API) provides a consistent interface to the different possible transport layers and to the sub-network layer. The aim of the API is to provide compatibility at the software level, so that software written using one type of transport protocol can be used with another transport protocol. The API by its nature is programming language specific. The SOIS API will be written in C to provide an appropriate basis for developing similar APIs in other programming languages.
SOIS API – is a non-normative software interface to SOIS functionality that provides for application portability between implementations.  The API is presented in a C-Semantic but can be implemented in a variety of languages.  The SOIS API is a call back/ event driven interface allowing a direct link between network activity and software execution.

4 Onboard Bus and LAN Architecture

The Data Link Layer is expanded further in Figure 3.
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Figure 3 OBL Architecture

The Data Link Service Interface provides a common interface to the various underlying buses or networks. For each of the SOIS supported buses or networks there are two components within the data link: firstly the bus or network standard and secondly a set of SOIS functions that are necessary to provide the SOIS quality of service and communications functions using the particular underlying bus or network. The SOIS data link functions comprise:
· Address translation
· Fragmentation

· Scheduling

· Retry

· Redundancy

Each of these functions is described in the following subsections.
4.1 Redundancy Function
The Redundancy Model adopted by SOIS is that of equivalent data links that provide alternative paths from a source end-point to a destination end-point on a single sub-network. Switching between the equivalent data links is autonomous rather than application controlled i.e. after a failure on Bus/Link/Path X automatically retry sending on Bus/Link/Path Y. Non-autonomous switching of paths can be done by an application specifying the bus/link/path to be used in some way e.g. using a managed parameter. Applications may switch off autonomous redundancy using a management parameter.
Link equivalence requires sending data over two independent paths to a destination. This may be achieved in several ways:
· Sending data over both paths at the same time.
· Sending over the prime link and then if there is a failure using the redundant link.
· Sending over either link, then if failure of one link all traffic goes over the remaining link. 
Sending data over both paths at same time:
All critical PDUs are sent over both prime and redundant links. If there is a failure on one link then PDUs will be delivered over the other link. 
There may be more than two links in the redundant group, in which case PDUs are sent over all links in a redundant group.
If failure then send over redundant link:
All critical PDUs are sent over one link, the prime link. If there is a failure then PDUs will be sent over an alternative link, the redundant link. 
There will be N retries on the prime link with each retry being recorded and the optional flagging of an error on each failure. This will be followed by M retries on the redundant link with each retry being recorded. This will be followed by flagging of a communications failure and no more attempts to send the PDU will be made. N an M ad managed parameters.
The retry rule restarts every time a retried PDU succeeds in being transferred. A managed parameter determines after using B whether next PDU is sent on B or A.
Any repeated switching (ping-ponging) between links is up to a higher level fault management system.
The flagging of errors is dependent on management parameters 

Send over both links with graceful degradation: 
Data sent over either (alternate) links to give increased bandwidth

If failure then data sent again

After N retries a failure is flagged

It is then up to a management entity to close a persistently failing link

There may be more than two links in a group

Configure

What links are in redundancy group

Retry approach i.e. which of the above options are going to be used

Cross Strapping

Two equivalent sub-networks

Managed switching between sub-networks X and Y

Not part of TCONS/OBL

Link Equivalence with Cross Strapping

Managed switching between sub-networks X and Y - Not part of TCONS/OBL

Automatic switching between prime and redundant links (P and R) – part of TCONS/OBL

4.2 Retry Function

4.3 scheduling Function

4.4 fragmentation Function

4.5 Address Resolution function
SOIS Address translation:

The support of IP/NP by SOIS implies that all packets routed between SOIS intranets using IP/NP occur based on the IP/NP address.  In general each OBL has its own private address space.  SOIS will support two classes of OBL namely non-route through OBL where IP source and destination addresses are mapped onto an OBL address space and knowledge of the original IP address is lost, and route through OBL where the original IP source and destination address is either transmitted or mapped in a recoverable way to the OBL address space.

Given this it seems to make sense to have the Inter-networking service accept IP addresses and cooperate with OBL to determine the OBL address.

5 Requirements:

OBL Requirements:

1) Send single complete datagrams over a data-link

2) Receive single complete datagrams over a data-link

3) Fragment datagrams as needed and provide for reassembly

4) Perform Bus/Lan specific address translation as needed

5) Support/provide mechanisms for link level retry.

6) Support redundant links within a single bus/Lan type (eg SpaceWire, MIL-STD-1553)

7)  Use an underlying Bus/Lan capability to fulfill these requirements where available.

8)  Defines the SOIS PDU for the particular Bus/Lan


9) Supports synchronous delivery on BUS that support it.

Intra-networking Requirements:

1) Implements quality of service queuing.

2) Provide TX data to OBL as needed

3) Provide QOS tag interface

4) Provide Protocol multiplexing interface.

Inter-networking Requirements:

1) Support IP/NP networking

2) Support TCP/UDP transport

3) Provide socket interface

4) Provide routing for the entire SOIS network

Network Management Requirements

SOIS API Requirements:

1) Provide consistent software interface to software applications interfacing to the SOIS network.

2) Provide a call back/event driven interface to closely tie network events with software execution.

6 Interfaces:

OBL service Interface


Datagram Send and receive



Parameters:

 QOS parameters

 Protocol

Destination address

Link specification

Intra Network Service Interface


Datagram Send and receive



Parameters:




QOS Tag,




Protocol,




Destination address

Inter Network Service Interface


Datagram interface : send and receive datagram


Stream interface: send and receive to and from a stream



Parameters:




IP address and ports of source and destination
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