1 spacecraft onboard interface services area

1.1 Onboard Bus and LAN Working Group
	Title of Group
	4.1 Onboard Bus and LAN Working Group

	Chair
	Rick Schnurr

	Area Director
	Patrick Plancke

	Mailing List
	buslan.sois@mailman.ccsds.org


1.1.1 Rationale
The Onboard Bus and LAN Working Group is concerned with the transfer of data over onboard buses and individual onboard LANs that constitute a single sub-network. The working group will define the data transfer services that must be provided by the sub-network, bearing in mind requirements on reliable delivery and security that may need to be met at the sub-network level. The working group will also define the service interface that is provided by the sub-network to higher layers of the communication stack.

The implementation of these sub-network services is highly dependent on the actual underlying physical connections that are used. The working group will investigate whether it is desirable to achieve interoperability at the electrical interface level as well as at the service interfaces, and may publish guidelines for achieving electrical interface compatibility for a limited set of popular onboard buses

1.1.2 Goals
The goals of this Working Group are to:

1) Define a set of standard services that enable protocol multiplexing across a variety of real onboard buses and data links;

2) Define standard interfaces to those services such that overlying entities are shielded from the details of the real underlying onboard buses and links;

3) Specify the layer management parameters that may be used to control the operation of the data link and physical layers of the onboard communication stack;

4) Define layer management procedures for the control of configurable parameters, the reporting of errors, and redundant link switching;

5) Make representations to the other Working Groups and BOFs about the use of the onboard bus and LAN services in real systems. This will take the form of inter working group sessions during the area meetings, and a workshop to demonstrate the use of the services;

6) Negotiate with other working groups and BOFs to determine what qualities of service need to be provided within the onboard data link and physical layers particularly, but not exclusively, in respect of reliable transfer of data and security. This will take the form of inter working group sessions during the area meetings;

7) Identify the potential benefits of interoperability at the electrical interface level and make recommendations accordingly for popular onboard buses;

8) Simulate and/or prototype the proposed services over a selection of popular onboard buses in order to verify functionality and to demonstrate the benefits of the proposed services, and to demonstrate the operation of other CCSDS protocols (such as CFDP) over the proposed service;

9) Identify aspects of physical layer standardization that may be of interest to the CCSDS in the future. Where potentially interesting activities are identified, they will be reported to the CESG in the form of “technology watch” bulletins.

1.1.3 Schedule and Deliverables
	Date
	Milestone

	
	

	
	

	1 September 2005
	Red Book, Draft 1

	1 June 2005 – 
30 December 2005
	Simulation and prototyping

	1 February 2006
	Red Book, Issue 1


1.1.4 Risk Management Strategy
1.1.4.1 Technical Risks

The proposed sub-network services are typically not inherently provided by popular onboard bus specifications such as MIL-STD-1553B and ESA OBDH. Therefore, the primary concern here is the risk associated with the invention of an entirely new set of services. However, this risk can be minimized by keeping the requirements modest, i.e. by providing the minimum capability that is needed by overlying protocols and services.

Another risk is the feasibility of implementing the proposed services over a specific, real onboard bus. This risk is ameliorated by early simulation and prototyping, particularly on flight representative hardware. Finally, the capabilities of real underlying buses are vastly different, particularly in terms of reliable transfer and security, but also in terms of frame size and bandwidth. The risk here is that the service is over-specified for some underlying buses, while being underspecified for others. The risk management strategy in this case is to ensure that the service can be appropriately profiled to suite the given underlying bus while still providing a common service interface to the overlying services and protocols.

1.1.4.2 Management Risks

The quality of the end product relies heavily on the commitment of Agencies to provide support for the simulation and prototyping work.

1.1.5 Resource Requirements
	
	

	
	



Removed
1.2 Time Critical Onboard Network Services Working Group

	Title of Group
	4.2 Time Critical Onboard Network Services Working Group

	Chair
	Steve Parkes

	Area Director
	Patrick Plancke

	Mailing List
	network.sois@mailman.ccsds.org


1.2.1 Rationale

The Time Critical Onboard Network Working Group addresses the problem of transfer of information across a spacecraft onboard network comprising one or more sub-networks where the sub-networks or buses may be of vastly different types (e.g. SpaceWire and Mil-Std-1553).  The aim is to provide a generic software layer that can be used to interface application software to a variety of onboard buses thus avoiding the large costs of redeveloping software for different spacecraft data buses. This will have the effect of allowing easy migration of application software to different underlying buses according to the specific needs of a mission. For example if high data-rates are required for a payload it may be appropriate to use SpaceWire, whereas if low payload data rates are all that are needed it may be enough to send the payload data over a control bus like Mil Std 1553. The application software could be the same or largely the same in both cases. While supporting a high level of software reuse the time-critical nature of much data transfer onboard a spacecraft has to be considered. Priority based delivery, deterministic delivery, rapid (~1 ms) recovery from errors or faults have to be supported.

The Time Critical Onboard Network Working proposes to solve this problem using Transport and Network layers and a corresponding Network Management application.  The Working Group will define a set of services that the Transport and Network layers and Network Management application are to provide.  These services may be implemented in a number of different ways but will be interoperable if the service definition provided is followed. The Time Critical Onboard Network Working Group will liaise with the Time Critical Onboard Applications and Time Critical Onboard LAN working groups to ensure that a coherent set of onboard communications protocols are specified, and with the Space Link Services and Space Internetworking Services areas to ensure compatibility with other CCSDS standards.
Manpower for this working group is being provided by ESA, NASA and BNSC. ESA are doing work on SDL simulation and abstract service definition. ESA/BNSC are funding work at University of Dundee on the protocol definition, drafting of red books and prototyping activities. BNSC is funding work on abstract service definition. NASA GSFC is working on protocol data units, APIs and service prototyping. NASA JPL is working on abstract service definitions and APIs.
The team of experts assembled and funded by the international space agencies for this task is a strong team with the necessary breadth and depth of experience to complete the task.

1.2.2 Goals

The goals of this Working Group are to:

1) 
2) Identify, define and document a set of network and transport layer services for spacecraft onboard communication which support time critical onboard applications and which permit interoperability and hence inter-agency cross support. Deliver draft Transport and Network layer red books defining the transport and network layer services;

3) Specify the layer management parameters that may be used to control the operation of the network and transport layers of the onboard communication stack. Deliver revised draft Transport and Network layer green books which include a description of  the managed parameters;

4) Define layer management services for the control of configurable parameters and the reporting of errors. Deliver revised draft Transport and Network layer red books which include the definition of the Transport and Network layer management services;

5) Prototype the proposed Time Critical Onboard Network services and demonstrate interoperability over at least two different underlying bus types; 
6) Ensure that the proposed Transport and Network layer red books are coherent with the red books provided by other CCSDS working groups. In particular:

a) Make representations to the other Working Groups and BOFs about the use of the onboard network and transport layer services in real systems;

b) Consider the integration of the Time Critical Onboard Network services with the Time Critical Onboard Applications and Time Critical Onboard LAN;

c) 
7) Consider integration and test issues and how the Time Critical Onboard Network services can support efficient and effective integration and test activities;

8) Deliver a revised final draft set of the Transport and Network layer Red Books for approval and issue by CCSDS.

1.2.3 Schedule and Deliverables

	Date
	Milestone

	1 September 2005
	TCONS service interface specification red book

	1 August 2005

to 31st January 2006
	Prototyping and interoperability testing

	
	

	
	

	1 February 2006
	Red Book, Issue 1


1.2.4 Risk Management Strategy

1.2.4.1 Technical Risks

The lowest risk approach to providing an onboard network is to adopt an existing communication network standard, avoiding the “reinvention of the wheel.” The problem is that onboard communication has a number of requirements that are not met in existing standards like TCP/IP. Onboard networking may be considered to be closer to a PCI backplane in a PC than to the internet. These requirements that are not implemented in standard communications protocols are the main areas of risk to the planned onboard network and include:

1) Overhead – TCP/IP has a large overhead which means that small packets are inefficient, wasting communication bandwidth. This is why TCP/IP has a MTU of 1500 bytes: with that packet size the overhead becomes insignificant (<5%);

2) Performance – performance issues include communications bandwidth, latency, and determinism. Communications bandwidth is important in group applications but the ground-space technology gap may inhibit the use of the latest high performance ground network technology for spaceflight applications. Latency and determinism are important in some ground networks which may provide a useful basis for including these features in the onboard network;

3) Functionality – Onboard networking requires guaranteed, timely communication of chunks of information (messages) and it needs to provide or support fault tolerance. TCP/IP does not support guaranteed delivery of messages. It supports a guaranteed stream service (TCP) and non-guaranteed datagram delivery service (UDP). Little support for fault tolerance is available in existing ground based networks;

4) Compatibility – there is an implied requirement to be compatible with TCP/IP or SCPS-TP/NP to ease the onboard to off-board communication.

The risk management approach is to wherever possible use existing communication network standards.  Where this is not possible concepts from more than one existing network standard will be combined.  Where there are still deficiencies new approaches will be considered. From requirements detailed in the Transport and Network green books candidate, protocols will be considered and a set of services defined. Prototyping activities will be used to support the analysis, to evaluate the effectiveness of the defined services and to assess the feasibility of implementing protocols to fulfill the defined services. Results of various prototyping activities will be consolidated during the definition of the final Transport and Network Green Books.

1.2.4.2 Management Risks

The quality of the end product relies heavily on the commitment of Agencies to provide support for the simulation and prototyping work.

1.2.5 Resource Requirements

1.2.6 It should be noted that delays in the planned schedule for TCONS have been caused by the necessary resources not being in place. This situation was resolved in April 2005.
	
	

	
	



1.3 Time Critical Onboard Application Services Working Group

	Title of Group
	4.3 Time Critical Onboard Application Services Working Group

	Chair
	Abhijit Sengupta

	Area Director
	Patrick Plancke

	Mailing List
	appli.sois@mailman.ccsds.org


1.3.1 Rationale

The Time Critical Onboard Application Services Working Group defines standard services that are provided to onboard software applications. These services isolate the flight software from the underlying hardware details and thereby increase the portability and reuse potential of the flight software. Furthermore, the service access points constitute cross support interfaces.

The standard services that are addressed by this working group are those that have been identified during previous CCSDS SOIF activities as being common requirements in all spacecraft missions, and providing the maximum benefit for flight software development. Furthermore, it is explicitly recognized that interoperability and cross support capabilities need to be provided throughout the project lifecycle, and particularly during application development, integration, and testing, not just during operations.

1.3.2 Goals

The goals of this Working Group are to:

1) Produce a document to describe the concepts of onboard time critical applications, showing the interfaces needed for inter agency cross support and interoperability, and showing clearly the relationship between the onboard application services and other CCSDS standards;

2) Produce a specification for a spacecraft command and data acquisition service that enables onboard applications to read and write simple onboard devices, and define the service interface used to access that service (previously referred to as SOIF C&DA capability set 1);

3) Produce a specification for a spacecraft command and data acquisition service that enables onboard applications to access pooled data from simple onboard devices, and define the service interface used to access that service (previously referred to as SOIF C&DA capability set 6);

4) Produce a specification for a spacecraft command and data acquisition service that enables onboard applications to access virtualised onboard devices, and define the service interface used to access that service (previously referred to as SOIF C&DA capability set 5);
5) Produce a specification for the onboard time access service that enables flight applications located on any node of the spacecraft to obtain the onboard time with bounded accuracy, and define the service interface used to access that service;

6) Produce a specification for the onboard message transfer service that enables applications hosted onboard a spacecraft to communicate with each other using asynchronous ad hoc messaging, and define the service interface used to access that service;

7) Produce a specification for the onboard file access service that enables flight applications located on any node of the spacecraft to read from and write to files within a (nominal) global filestore, and define the service interface used to access that service;
8) Negotiate with other working groups and BOFs to determine what qualities of service need to be provided by the onboard application services;

9) Make representations to the other Working Groups and BOFs about the use of the onboard application services in real systems.  Note:  This will take the form of a workshop to which all interested working groups will be invited.

1.3.3 Schedule and Deliverables

	Date
	Milestone

	1 January 2004
	Concept document

	1 May 2005
	Device Access Service Red Book

	1 May 2005
1 September 2005
	Device Access Service prototyping

	10 May 2005
	Time Access Service Red Book

	10 May 2005
1 September 2005
	Time Access Service prototyping

	1 September 2005
	Message Transfer Service Red Book

	1 September 2005
1 April 2006
	Message Transfer Service prototyping

	1 Sept 2005
	File Access Service Red Book

	1 Sept 2005
1 April 2006
	File Access Service prototyping

	1 April 2006
	C&DA Device Data Pooling Service Red Book

	1 April 2006
	C&DA Device Data Pooling Service Red Book

	1 April 2006
1 Sept 2006
	C&DA Device Virtualisation Service prototyping

	1 April 2006
1 Sept 2006
	C&DA Device Virtualisation Service prototyping


1.3.4 Risk Management Strategy

1.3.4.1 Technical Risks

The services that are to be defined by this working group have already been discussed extensively in previous SOIF activities, and a number of prototype and demonstration models have been developed. The lowest risk approach to developing these standards formally under CCSDS is to capitalize on these activities by taking them fully into account, and recruiting the personnel who have previously been involved into the new working group.

1.3.4.2 Management Risks

The Working group addresses several topics, in particular Command and Data Acquisition and Messaging that should require full availability of the members of the working group. To this one could be added the ‘plug and play applications services’ if the outcome of the corresponding BOF is positive. Maintaining the schedule may require continuous and possibly an increasing support of Agencies.

1.3.5 Resource Requirements

Removed
1.4 Onboard Plug-and-Play Birds of a Feather

	Title of Group
	4.4 Onboard Plug-and-Play Birds of a Feather

	Chair
	Philippe David

	Area Director
	Patrick Plancke

	Mailing List
	TBS


1.4.1 Rationale

There is a strong belief that plug and play concepts could beneficially be applied to spacecraft onboard systems. The benefits are expected to include increased re-use potential for flight software and hardware components, and improved quality and maintainability of flight software.

1.4.2 GOALS

The BOF will investigate the application of plug and play onboard spacecraft, identifying the potential benefits to onboard systems, and the technological barriers that must be overcome. If as a result of these considerations onboard plug and play is deemed to be of overall benefit, a program of work will be defined and a proposed working group charter will be produced.

1.4.3 Schedule and Deliverables

TBD

	Date
	Milestone

	30 September 2005
	Plug and Play Working Group Charter

	
	

	
	


1.4.4 Risk Management Strategy

1.4.4.1 Technical Risks

TBD

1.5 Onboard Spacecraft Transducer Systems Birds of a Feather

	Title of Group
	4.5 Onboard Spacecraft Transducer Systems Birds of a Feather

	Chair
	Chris Plummer

	Area Director
	Patrick Plancke

	Mailing List
	TBS


1.5.1 Rationale

One of the major problems with current onboard systems is the interfacing of sensors and actuators (transducers). The vast majority of these transducers are very simple devices such as temperature sensors, but account for a very significant proportion of the interfacing hardware and software required onboard. There is a conviction that a more systematic approach to onboard transducers would be beneficial in many respects, including increased potential for re-use of components across missions, simplified interfacing software, and significant reduction in harness mass, bulk, and complexity.

1.5.2 Goals

The BOF will investigate the application of terrestrial transducer system concepts to spacecraft onboard systems. The potential benefits will be evaluated against the costs of developing transducer system technologies for flight use, and an initial program of work will be proposed as a working group charter.

1.5.3 Schedule and Deliverables

TBD

	Date
	Milestone

	30 September 2005
	Plug and Play Working Group Charter

	
	

	
	


1.5.4 Risk Management Strategy

1.5.4.1 Technical Risks

TBD

1.5.4.2 Management Risks

TBD

