The TCONS Scheduled message transfer service provides deterministic and small bounded delays for every data transfer, even during peak load and fault conditions of the onboard communication network. 

A TCONS network node comprises the following elements:

· Host computer (processor with memory). The computer within a node that executes the application software.

· Operating system

· Application software (SOIS Application layer)

· Clock

· Time-Triggered Communication Controller (TTCC). It is a sw or hw module enforcing a TDMA on the underlying Data link layer busses. 
· Bus Access Schedule (BAS). It is a static table within the communication controller that is known by all participants and that contains the control data for the controller. The contents of the BAS determine when a particular frame has to be sent or received and the memory location from where to deposit (sending) or fetch (receive) the transferred data block.   
· Scheduled Communication Interface (SCI) between the application software and the communication controller. It consists of an API and a shared memory area acting as a Data Sharing Interface (DSI), allowing simultaneous random access for the host CPU and the SCI.

· Bus adapter/s 

A TDMA schema precompiled a-priori into the BAS regulates access to the network. Every node thus owns certain slots, in which it is allowed to send scheduled data. 

TDMA SCHEME

In TDMA protocols each node is permitted to periodically utilize the full transmission capacity of the bus for some fixed amount of time called TDMA slot which is the interval from one transmission start to the next one. Because a node needs a short phase for preparing the actions in the next slot (e.g. read transmission parameters from BAS, access memory containing information to send/receive,..) the logical node slot starts with this preparation phase and ends at the next one. It has the same length as its correlated TDMA slot, but begins and ends earlier. In its assigned slot a node sends frames on the underlying data bus selected for the destination node. Thus as long as each node uses only its own statically assigned node slot, contention-free access to the underlying bus can be ensured. 

In order to synchronize the sending and the receiving nodes there must be a common global time reference. Thus, each node in the network has access to a Clock and a static Bus Access Schedule (BAS) that contains entries to determine at which clock time a particular slot begins. 

Each node is supplied with a physical clock that is typically implemented by a discrete counter. The counter is then incremented periodically, triggered by a crystal oscillator. It is the task of clock synchronization algorithms to repeatedly compute an adjustment of a node’s physical clock in order to keep it in agreement with the other node’s clocks. The adjusted physical clock is what a node uses during operation and it is commonly called local clock. A distributed algorithm (TBD) establishes the global time base with steady clock synchronization.

Parameters of the Bus Access Schedule:

TDMA Slot = The smallest time interval of a TDMA schedule.

TDMA Round = A sequence of periodic TDMA slots (or node slots). It is the shortest interval between two sending slots of any node. That is each node is allowed to send only once in a TDMA Round. It is also defined as a complete cycle during which every node has had access to the bus once. The length of the sending/receiving slots can vary for different nodes, but the duration of a node slot is the same in every TDMA round. Therefore the length of all TDMA rounds is always the same. The only possible difference between two TDMA rounds is the content and the length of the frames sent in the node slots. A node sends exactly one frame during every TDMA round.

Cluster Cycle = A sequence of periodically recurring TDMA rounds. After a TDMA Round is completed, the same temporal access pattern is repeated again. The length of the Bus Access Schedule (BAS) reflects the number of different TDMA rounds and determines the duration of the so-called cluster-cycle that, as the name suggests, is repeated over and over again.

Shared Slot = A slot that is shared by more than one node in a cluster cycle; the nodes sharing the slot are multiplexed nodes, the group of nodes sharing the slot is called Virtual Node.
Node Slot = The total capacity of the node subnetwork/s is statically subdivided into several time windows called node slots, which are exclusively assigned to nodes for transmission. The duration of a node’s slot in relation to the length of the TDMA round represents the share of the total available bandwidth that this node owns in the network. 

Duration of Slots = It is assigned at system design level to each node and it is stored in the Communication Schedule.

Maximum Bytes per Slot = It depends on the throughput available on the underlying bus available (1553, CAN, Spacewire etc.) and on the length of the assigned slot.
The Round Slot describes a logical slot in the cluster cycle including the node slot information (e.g. slot length) and the data description parameters (message addresses and size). Figure 1 below illustrates the division of a cluster cycle into round slots and the division of TDMA rounds into node slots.

It is possible for a node to send a frame (or two different frames) on two different channels (busses) during the same slot. (To be discussed)

[image: image1.jpg]Node # 5 2 e

Round Slot # 1 2 3 i 4

Frame Cho ] I I

Frame Ch1 | ]
- TDMA Round " TDMA Round————
- Cluster Cycle- -





Figure 1 TDMA Scheme

The Bus Access Schedule contains information about the communication structure common to all nodes, such as the duration of a given slot or the identity of the sending node. In particular, it defines the periodic fetch and delivery instants in terms of how many sending/receiving slots are allocated for a node for a TDMA Round, the duration of each slot and the identity of the sending/receiving counterpart. 

The sender application can deposit the data to be sent into the local SCI memory by accessing ‘SendSCIData’ primitive of the scheduled transport service. This access can be performed asynchronously with respect to the communication schedule. On the other side of the communication channel, the receiver application must pull out the received data from its local, pre-assigned SCI memory area.

Multiplexed Nodes

It is possible that several nodes can share a single node slot to improve bandwidth utilization.

A node sharing a node slot with one or more other nodes is called a multiplexed node. 

Multiplexed nodes are statically assigned to particular TDMA rounds.

There is thus no conflict about the point in time when a multiplexed node can send a frame. The set of multiplexed nodes that share a node slot is called a virtual node.

Figure 2below shows an example of a cluster cycle consisting of four TDMA rounds. The last slot is shared by the multiplexed nodes 3,4 and 5, with node 3 sending in the TDMA round 0 and 2, node 4 sending in round 1 and node 5 in the round 3. Node 3 has half the transmission frequency of a real member node having a sending slot in each TDMA round. The node 4 and node 5 have a quarter of a transmission frequency of a real member node because they send both only once during cluster cycle while e.g. node 0 sends four times.

In different cluster modes, the assignment of multiplexed nodes to TDMA rounds may change.
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Figure 2 Multiplexed Slot Assignment

· Event-triggered messages are sent over an ‘event-triggered’ channel (bandwidth made up by the spare, unused scheduled slots)

· Best-effort traffic is sent over the ‘event’ channel

