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1 Introduction

This document describes the Quality of Service (QoS) approach for the Spacecraft Onboard Interface Services (SOIS) Time Critical Onboard Network Services (TCONS).
It begins by briefly considering the different types of onboard communication system and the different types of onboard traffic. Quality of Service is then introduced. In section 2 the TCONS QoS model is described. The mechanisms needed to implement TCONS QoS are introduced in section 3. Section 4 describes the redundancy and retry models both of which support important QoS attributes.
1.1 Types of onboard communication system

Spacecraft onboard communication systems comprise two sorts: scheduled where transfer of information is done using a time-division multiplexed bus, or asynchronous where information is transferred whenever it is ready or according to a priority scheme when there is any potential conflict for a communication resource.

Scheduled systems divide the bus bandwidth using a series of time-slots. Data can be put on the bus by a designated sender during a particular time-slot. That sender must remain quite until its designated time-slot comes around. A communications schedule determines when a sender is permitted to put data onto the bus. An example of a scheduled system is Mil-Std 1553.
Asynchronous systems allow any sender to attempt to transfer data at any time. If two or more senders both want to send data at the same time then there is a conflict and an arbitration scheme is used to determine the order in which the senders can put their data on the bus. Priority is used to differentiate between information that must be delivered urgently and data whose delivery is not time critical. When there is a conflict between two or more senders the one with highest priority is allowed to send its data first. Examples of asynchronous systems are PCI bus and SpaceWire.
1.2 Types of onboard traffic

The various types of spacecraft onboard traffic and their characteristics are listed in Table 1‑1.
	Table 1‑1: Types of Onboard Traffic

	Traffic Type
	Characteristics

	Command data:
	Reliability

Timeliness

Low data rates

	Housekeeping Telemetry:
	Low data rates

	Payload science data:
	Wide range of data rates from very low to very high.

	Real time control data:
	Reliability

Timeliness

Low to moderate data rates


1.3 Quality of Service

Quality of Service is the ability of a communication system to provide predictable and differentiated services

Quality of Service for a communication service may be characterised in terms of important features relevant to that communications service, for example:
· Reliability

· Transmission rate

· Effective Bandwidth and latency

· Error rate
2 TCONS QoS Model
In this section the QoS model adopted by TCONS is outlined.

There are three levels to the TCONS QoS Model:

1. Priority – which corresponds to the priority function of the Intra-Network layer service. 
2. Resource Reserved / Non-Reserved – which corresponds to the resource reserved function of the Intra-Network layer service.

3. Try Once / Retry – which corresponds to the retry and redundancy functions of the TCONS Data Link service.
These three levels are independent of one another allowing four types of QoS to be provided:
1. Best Effort: Non-Reserved, Try Once
2. Assured: Non-Reserved, Retry

3. Reserved: Resource Reserved, Try Once
4. Guaranteed: Resource Reserved, Retry

Each of the four types of QoS will now be described in turn.

2.1 Best Effort (Non-Reserved, Best Effort)

The Best Effort QoS (Non-Reserved, Try Once) makes no promises about the time of delivery, the network bandwidth available or the error rate of the traffic. The error rate is the likelihood of there being an error in the traffic received at the destination (missing traffic, traffic delivered with errors and unexpected traffic being delivered). Traffic received is not acknowledged so the source does not know if the traffic arrived safely or not. There is no retry for traffic that failed to be delivered safely.

Several priority levels are provided for Best Effort traffic. Traffic with a higher priority level is treated preferentially compared to traffic with a lower priority level. Best Effort QoS has the same set of priority levels as Assured QoS. This means that if a Best Effort and Assured SDU or PDU are both to be handled the one with the highest priority will be chosen regardless of whether it is Best Effort or Assured.
2.2 Assured (Non-Reserved, Retry)

The Assured QoS (Non-Reserved, Retry) tries to ensure that the traffic arrives at the intended destination. If the data does not arrive safely at the destination then it is resent. To support this, the destination acknowledges the receipt of Assured traffic. 

Several priority levels are provided for Assured traffic, which are the same levels as those for Best Effort traffic.
The QoS provided is statistical, ensuring that data will get through (wherever possible), and delivers higher priority traffic before lower priority traffic.

2.3 Reserved (Resource Reserved, Best Effort)
The Resource QoS (Resource Reserved, Best Effort) reserves network resources for traffic. It is able to ensure the time of delivery and the network bandwidth available, but makes no promises about the error rate of the traffic. Traffic may be lost but if it does arrive at the destination it will do so in a timely manner.

Resources must be reserved, by setting up a channel, before communication can take place between a particular source and destination. Reserving network resources provides guaranteed timeliness and communication bandwidth.

Several priority levels are provided for Reserved traffic. Reserved traffic with a higher priority level is treated preferentially compared to traffic with a lower priority level. Since Reserved traffic has reserved bandwidth (or transmission slot) there is no need for it to compete with the other types of traffic. This means that priority for Reserved traffic is used only when queuing traffic for a particular reserved resource. I.e. if two SDUs or PDUs are to be serviced, both with the same Reserved channel (using the same bandwidth or transmission slot), the one with the highest priority will be serviced first. 
2.4 Guaranteed (Resource Reserved, Retry)
The Guaranteed QoS (Resource Reserved, Retry) reserves network resources for traffic and provides for repeated communication attempts in the event of an error occurring. It is able to ensure the time of delivery, the network bandwidth available, and tries to ensure that the traffic arrives at the intended destination without error.

Resources must be reserved before communication can take place between a particular source and destination. Reserving network resources provides guaranteed timeliness and communication bandwidth.

Several priority levels are provided for Guaranteed traffic. Since Guaranteed traffic is using reserved resources its priority only has meaning within that class of traffic, as for the Reserved traffic.
3 TCONS QoS Mechanisms

In this section the mechanisms that TCONS uses to implement Quality of Service are outlined. 

3.1 Traffic Classes
The specific traffic classes that are to be offered by TCONS will now be considered. First formal definitions of a traffic class and a channel are given:

A traffic class is a category of traffic on a sub-network distinguished by its quality of service. 

A channel represents a reservation of resources between source and destination. It specifies the source, destination and other common resources used for the communication between source and destination (i.e. links traversed). Furthermore it specifies the proposed usage of the reserved resources (e.g. the percentage bandwidth of the communication links between source and destination).

Each of the four major QoS classes within TCONS will be considered in turn:
3.1.1 Best Effort QoS
The Best Effort QoS is covered by N traffic classes: one for each of N different levels of priority. 
To send an SDU with Best Effort QoS the traffic class to use (e.g. Best Effort, Priority 6) is specified via the TCONS intra-network service interface when the SDU is passed to TCONS.
There are no managed parameters associated specifically with the Best Effort QoS.

3.1.2 Assured QoS
The Assured QoS is covered by N traffic classes: one for each of N different levels of priority.
To send an SDU with Assured QoS the traffic class to use (e.g. Assured, Priority 2) is specified via the TCONS intra-network service interface when the SDU is passed to TCONS.

The Assured QoS has several associated management parameters which determine how retries and redundancy are handled at the data link level. These are discussed further in section 4. An Assured traffic class with retry disabled will not retry but will give an acknowledgement on receipt of error free data.
Note: The management parameters are specified independently for each of the four major traffic classes. 

3.1.3 Reserved QoS
The Reserved QoS is covered by NxC traffic classes: N different levels of priority for each of C possible channels. Each channel can have several different levels of priority. The priority is used only for traffic within the same channel.
To send an SDU with Reserved QoS the traffic class to use (e.g. Reserved, Priority 4, Channel 39) is specified via the TCONS intra-network service interface when the SDU is passed to TCONS. The characteristics of each channel have to be set up before that channel can be used to send traffic.
The Reserved QoS is controlled by management parameters which determine, for example, the bandwidth or slot(s) allocated to a particular traffic class, the transmit resources and the receive resources.

3.1.4 Guaranteed

The Guaranteed QoS is covered by NxC traffic classes: N different levels of priority for C possible channels. Each channel can have several different levels of priority. The priority is used only for traffic within the same channel.
To send an SDU with Guaranteed QoS the traffic class to use (e.g. Guaranteed, Priority 16, Channel 130) is specified via the TCONS intra-network service interface when the SDU is passed to TCONS. The characteristics of each channel have to be set up before that channel can be used to send traffic.

The Guaranteed QoS is controlled by management parameters which determine, for example, the bandwidth or slot(s) allocated to a particular traffic class, the transmit resources, the receive resources, whether the channel is to retry in the event of a communications error, and any redundancy approach to be used. Redundancy and retry are covered in section 4.
3.1.5 Assured and Guaranteed Transactions

The Assured and Guaranteed QoS require an acknowledgement to be sent back from the destination to the source. It is possible to include data with this acknowledgement, for example status or housekeeping data. In this case the SDU would contain a specific command to read data from a destination. When the command arrives at the destination the command is executed and the response returned with the acknowledgement. Write commands may also be accommodated with the acknowledge indicating that the write operation has taken place.
The Assured and Guaranteed QoS provide a retry service in the event of an acknowledgement not being received at the source. This retry may be applied to complete transactions.

DO WE WANT TO INCLUDE THIS TYPE OF TRANSACTION SERVICE? IT COULD BE RMAP OR SOMETHING SIMILAR. IT DOES REQUIRE AN ADDITION TO THE CURRENT ARCHITECTURE.

3.1.6 Traffic Class Summary
Table 3‑1 summarises the TCONS traffic classes and the associated service interface parameters.

	Table 3‑1 Traffic Class Summary

	Traffic Class
	Service Interface Parameters
	Managed Parameters

	Best Effort
	Priority 
	None

	Assured
	Priority,
Receipt notification (on/off)
	Redundancy on/off

Retry on/off

Retry attempts

	Reserved 
	Priority,

Channel number
	For each channel:

Bandwidth allocation / schedule slot id

Redundancy off

Retry off

	Guaranteed
	Priority, 

Receipt notification (on/off),
Channel number

	For each channel:

Bandwidth allocation / schedule slot id

Redundancy on/off

Retry on
Retry attempts




Note that the bandwidth allocation managed parameters associate each channel number to one or more time-slots in a scheduled system and assign bandwidth in a bandwidth reserved system.
3.2 Traffic queues

The simplest way of thinking about a traffic queue is as a physical queue in an element of the network. Note, however, that there are many possible ways of implementing a traffic queue. A traffic queue may also be considered as a priority channel or, in a more abstract sense, as a virtual channel which permits differentiation of quality of service. Traffic classes are mapped onto traffic queues using a one to one or many to one relationship. This mapping enables different implementations to provide different scales of queuing while maintaining the traffic class model. This is particularly important on a spacecraft where memory resources for implementing queues can be very limited.
It is worth noting at this stage that Best Effort and Assured traffic classes use the same traffic queues as they are interpreted in the same way as far as priority is concerned.

3.2.1 Traffic Queues and Priority

To understand the use of traffic queues first consider the situation where there is one traffic queue for each traffic class. This is illustrated in Figure 3‑1.
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Figure 3‑1 Traffic queues with one to one mapping
There are several tasks that wish to send traffic across the network (Task Sx) and several tasks that are waiting to receive traffic (Task Rx). The sending tasks can request to send traffic with any defined QoS. For example Task S1 may want to send traffic with using Best Effort QoS with the highest possible priority (B-0) to one destination and also to send traffic to another destination using the Assured QoS with relatively low priority (A-11). The sending tasks pass the SDUs to be sent to the TCONS intra-network service interface specifying the QoS with which to send the information. The SDUs are put in a traffic queue according to the specified QoS. For example the SDU being sent with QoS B-0 is put into the B-0 traffic queue. 

SDUs are taken out of the traffic queues by the priority arbiter (medium access controller) which decides which SDU is to be sent next. The SDU in the traffic queue with the highest priority is chosen by the arbiter to be sent next. Traffic queues associated with reserved resources (Reserved and Guaranteed traffic classes) may have their priority adjusted temporarily to ensure that they meet their reserved resource commitments e.g. that they send data at the appropriate minimum, sustained and peak data rates.
The priority arbiter sends the selected SDU across the sub-network to its destination. When the SDU arrives that the destination is it put into the appropriate receive traffic queue. The traffic handler passes received traffic to the appropriate receive task, dealing with higher priority packets first.

When the corresponding PDU arrives at the destination it will be put in a traffic queue according to its traffic class. Traffic in higher priority receive queues is handled first in the receiver. The received information is passed on to the appropriate receive queue.
In the description above it has been assumed that there is a separate traffic queue for each traffic class. This is the ideal situation but it does require a large amount of potential buffer storage. If an interface is unable to provide this level of buffer storage then it is possible to map several traffic classes on to a single traffic queue. For example, traffic classes B-0 to B-3 may be mapped onto one traffic queue, B-4 to B-7 onto another one and B-8 to B-15 onto a third.  This is illustrated in Figure 3‑2.
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Figure 3‑2 Traffic queues with many to one mapping
Using just three queues this equipment is able to handle 16 priority levels. Clearly it does this by compressing the 16 priority levels to just three different levels so that, using the example, priorities 0 to 3 are all treated the same. Traffic of priority level 3 may end up being forwarded before traffic of priority level 0. Traffic of priority level 0 will however be forwarded before traffic of priority level 4. If the traffic then passes to a unit which has more traffic queues then a finer level of priority processing is still possible.

Note that the receiving equipment has a different assignment of Traffic Classes to Traffic Queues. The number of Traffic Queues in each piece of TCONS equipment may also be different. For example one unit may have 30 queues and another only 5 queues.

3.2.2 Traffic Queues and Resource Reservation

Traffic queues also work successfully when dealing with resource reserved QoS traffic (Reserved and Guaranteed). Resources (bandwidth or time-slots) are assigned according to the traffic class. This approach provides a common mechanism for resource reserved QoS regardless of whether it is being implemented using time-slots or asynchronous bandwidth reservation.

The scheduled system will be described first since this is easiest to understand.
3.2.2.1 Traffic Queues in a Scheduled System

Consider a scheduled onboard communication system with 32 time-slots (for example). The onboard communications activities are assigned to traffic classes according to their bandwidth/performance need. For example assume there are 12 different types of communication activity. The traffic classes are then assigned to time-slots in the scheduled communication systems as shown in the Table 3‑2 below.
	Table 3‑2 Example Traffic Class Assignment

	Traffic Class
	Time-Slot Numbers
	Comment / Example

	Reserved

Channel 0
	0, 4, 8, 12, 16, 20, 24, 28
	Wide bandwidth requirement.
Sending telemetry to downlink transmitted

	Reserved

Channel 1
	1, 9, 17, 25
	Gathering data from high rate sensor

	Reserved

Channel 2
	2, 10, 18, 26
	Gathering data from high rate sensor

	Reserved

Channel 3
	3, 11, 19, 27
	Gathering data from high rate sensor

	Guaranteed

Channel 4
	5, 21,
	GNC commands / responses

	Reserved

Channel 5
	6, 22
	Data from moderate rate sensor

	Reserved

Channel 6
	7, 23
	Data from moderate rate sensor

	Reserved

Channel 7
	13, 29
	Data from moderate rate sensor

	Reserved

Channel 8
	14
	Low bandwidth requirement

GNC sensor acquisition

	Reserved

Channel 9
	15
	Unused reserved bandwidth 

	Reserved

Channel 10
	30
	Low bandwidth requirement

Thermal sensor acquisition

	Reserved

Channel 11
	31
	Unused reserved bandwidth


The traffic classes in Table 3‑2 are all Reserved traffic classes except for channel 4 which is a Guaranteed traffic class. The channel numbers are unique.

The assignment of time-slots to traffic classes (channel numbers) is unique i.e. two traffic classes are not assigned to the same time-slot. The reason for this is to prevent two units trying to communicate at the same time. 

For the resource reserved QoS (Reserved and Guaranteed) there is one traffic queue for each type of resource reserved traffic class supported. In the above example there are twelve traffic classes (Channels 0 -11) which means that there must be twelve traffic queues. To avoid conflict on the bus no two units capable of bus mastering must be allowed to use the same traffic classes otherwise it would be possible for them to attempt to communicate at the same time resulting in a bus conflict. This means that there can only be one sending traffic queue in the system for each traffic class.

The receive queues are different, however, in that a sender can send to one of many possible units in a given time slot. Each receiving unit must have a traffic queue to receive the data for each traffic class that it is expecting. In the receiver is possible to map several traffic classes onto one traffic queue. This is not useful in the sender because this would be the same as just using a single traffic class. In the receiver it allows units with just one or a limited number of traffic queues to be used to handle a range of traffic classes. Different classes of traffic can then be handled, but not necessary distinguished, by a unit with limited queue resources. 
Figure 3‑3 shows the situation where there is a single master unit handling communications to one or more other units.
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Figure 3‑3 Traffic queues for resource reserved traffic classes
The TCONS sender in the master unit has 12 different resource reserved traffic classes (channels) which are mapped on a one to one basis to 12 traffic queues. Traffic in these queues is put onto the sub-network according to the schedule in the schedule table. This may be, for example, the schedule given in Table 3‑2.

The TCONS receiver in one of the units on the sub-network is expecting to receive traffic on channels 0, 2, 5 and 7 (for example). This unit has three traffic queues. If data is sent to this unit, i.e. the PDU has a destination address that corresponds to that of the particular unit, then the PDU is put into the appropriate traffic queue depending on its traffic class (channel number). Traffic queue 0 will receive data with traffic class CH0, traffic queue 1 will receive data with traffic class CH2 or CH5 and traffic queue will receive data for traffic class CH7. If traffic arrives with a traffic class which does not correspond to a traffic class assigned to any of the receive queues then that traffic is dropped.
Each resource reserved channel can support N levels of priority. This means that conceptually there are N queues for each resource reserved channel. This would lead to a very large number of possible queues if each conceptual queue was implemented as a separate physical queue! The set of individual queues may be implemented as a prioritised queue. In this case when a SDU is put in a traffic queue its position in the queue is determined by its priority. For example, if the newly added SDU has higher priority than all the SDUs currently in the queue the new SDU will be placed at the front of the queue. It is also possible for the priority queues to be mapped to a smaller number of queues, using traffic class to traffic queue mapping. For example, if a unit cannot support priority on its resource reserved traffic classes then this is conceptually a mapping of all priorities into a single queue where priority is ignored.
3.2.2.2 Asynchronous Traffic in a Scheduled System

Asynchronous traffic may be handled in a scheduled system by utilising any time-slots which are empty or which temporarily have not data to send. This is illustrated in Figure 3‑4.
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Figure 3‑4 Asynchronous traffic over a synchronous sub-network
The non resource reserved (Best Effort and Assured) SDUs (B0-B15 and A0-A15) are passed to the TCONS service interface for sending. They are mapped into the available traffic queues in the sender (e.g. three traffic queues shown in Figure 3‑4). A priority arbiter selects the highest priority traffic queue that contains data and makes that data available to the channel to slot sequencer for sending in the next otherwise unused time-slot or one or more slots reserved for asynchronous traffic.
Asynchronous data arriving at the destination receiver is separated according to its traffic class and put in the appropriate traffic queue. The non-reserved traffic handler in the TCONS receiver ensures that the highest priority traffic queue is serviced first. The non-reserved traffic is handled separately to the resource reserved traffic in the receiver. 

Note that there is no schedule table required in the receiver because it is assumed that the receiver is always ready to receive traffic addressed to it. This means that a source can send to one destination the first time it has a particular time-slot and can then send to a different destination the next time it has that particular time-slot.

Having two or more traffic classes assigned to one time-slot is possible provided that there are no resource conflicts. For example Reserved Channel 39 in a system could be using part of a network or bus to communicate between two units at the same time as Reserved Channel 53 is being used to communication between two other units using a different, non-conflicting, part of the network or bus. This is described in more detail in section 3.3.
If two or more SDUs are available be sent over the same time-slot, i.e. both have the same channel number, then the one with highest priority should be sent in the first allocated time-slot. If they both have the same priority then the one that arrived first will be sent in the first time-slot.
3.2.2.3 Traffic Queues in an Asynchronous System

The TCONS service interface in an entirely asynchronous system is identical to that for a scheduled system. The user applications need to know nothing about the underlying technology.

Traffic queues in an asynchronous system operate in a similar manner to those in the scheduled system except that the channel to slot sequencer is replaced by a bandwidth based access controller using the leaky bucket algorithm or a similar technique.
A system with resource reservation over an asynchronous sub-network is illustrated in Figure 3‑5.
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Figure 3‑5 Resource Reservation in and Asynchronous System

The resource reserved traffic is passed to the TCONS sender using one of the resource reserved traffic classes (channels CH0 to CH11 in the example of Figure 3‑5). This data is then put in the corresponding traffic queue. The order in which each SDU is sent is determined according to the bandwidth allocation for each channel. The bandwidth allocation table will define the minimum data rate, sustained data rate and the peak data rate for each channel. Depending on how much data has been sent recently from each of the traffic queues the priority of that queue will be adjusted to maintain the data rate for that channel within the defined bandwidth reservation parameters. This is done using a leaky bucket algorithm whereby the priority increases over time when a traffic queue has data to send but has not yet been able to send it. Eventually the priority will have increased to a sufficient level where it is the highest priority traffic queue and the SDU will be sent. The priority is then decreased so that other traffic queues get a chance to send their data.

The Best Effort and Assured SDUs compete with the Reserved and Guaranteed SDUs for access to the sub-network. When the Reserved and Guaranteed traffic classes have met their bandwidth requirements the Best Effort and Assured traffic classes get a chance to send, competing between themselves according to the priority assigned to their SDUs.
At the receiver a similar priority scheme is employed for determining which PDU should be handled by the receiver next. 

Note that if a receiver is able to handle all the incoming traffic, for example with a zero-copy scheme, then there is no need for the priority traffic handler in the implementation of the TCONS receiver.
3.3 Resource Reservation with Shared Resources
THIS SECTION HAS YET TO BE WRITTEN – HERE ARE THE ROUGH NOTES
Channel Resource List: lists all the resources that the channel will use.

SDU has a number of bytes + overhead + retry (total is SDU resource requirement).

A particular SDU can be sent in a slot if there is enough available resource space in all of the resources that have to be traversed i.e. that are in the Channel Resource List.

Multiple channels can send in a slot provided that the total bandwidth (number of bytes sent in a slot) of every resource does not exceed the maximum available in the slot for that resource.

E.g. SLOT 1: T1 on channel 1 + T1 on channel 2 is 50% + 20% = 70% which is less than 100% which is ok.
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3.4 TCONS Architecture

In this section the architecture of the TCONS sender and receiver is described.
3.4.1 Sender Architecture

The architecture of the TCONS sender is illustrated in Figure 3‑6. 
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Figure 3‑6 Sender Architecture
Various transport and network protocols are multiplexed by the Protocol Multiplexer. Each protocol supported must provide a unique protocol identifier to distinguish one protocol from another, a local, sub-network address to which the protocol SDU is to be delivered, a traffic class which specifies the quality of service with which the SDU is to be handled, and the SDU to be sent.
The output port that the SDU is to be sent from is determined by the Output Port Selector using the local address information provided with the SDU. More than one sub-network can be accessed by selecting the appropriate port for forwarding data. Different types of bus/sub-network (e.g. SpaceWire and Mil-Std 1553) can be supported on the one node by using two or more ports. Multiple ports may also be connected to the same sub-network.

The SDUs are separated according to the port that they are to be sent through and are then placed in a traffic queue depending on the traffic class provided with the SDU. This is done by the Traffic Class to Traffic Queue Mapping. SDUs that do not have a traffic class recognised by the particular output port will be rejected, placed in a temporary queue, possible a zero length queue, and then dropped.

SDUs for Best Effort and Assured traffic and for each resource reserved channel are handled by a Priority Engine, so that normally the highest priority SDU is handled first by each channel. Note that Best Effort and Assured traffic have global priority for unallocated bandwidth. Resource reserved traffic has a priority which is local to each specific channel.
The outputs from each priority engine are passed into the Scheduler / Bandwidth Reservation. This selects the next packet to send according to priority and resource reservation specifications.

The selected SDU is then encapsulated by the Data Link Encapsulator, which adds any header and tail required by the data link protocol. Note that this encapsulation uses as far as possible fields in the underlying data link packet or frame header to minimise overhead.
Fragmentation is done if the underlying data link cannot support the full SDU size on the encapsulated SDU. Fragmentation is entirely data link specific and is transparent to TCONS. Fragmentation is not needed for SpaceWire and Ethernet for example, since the packet size in SpaceWire is not limited and the frame size for Ethernet is 64 kbytes. The MTU for TCONS will be substantially less than 64 kbytes.
The Retry and Redundancy function provides the Assured and Guaranteed traffic classes with the necessary retry and redundancy mechanisms. The Retry function waits for an acknowledgement to data sent and resends the data if an acknowledgement is not received. The redundancy function provides automatic switching in of redundant hardware in the event of a failure.

The SDU is sent out over the physical layer attached to the port that the SDU was passed to.
3.4.2 Receiver Architecture

The TCONS Receiver architecture is illustrated in Figure 3‑7.
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Figure 3‑7 Receiver Architecture
PDUs are received by the physical layer and passed to the Retry/Redundancy function.
The retry/redundancy function provides an acknowledgement to each PDU received and looks out for duplicate PDUs arriving. It also checks that there are no errors in the PDU using a CRC or similar error detection method dependent on the physical layer.
A physical layer that cannot handle the SOIS MTU fragments the SDUs and sends each SDU larger than the MTU in two or more fragments. These fragments are reassembled to reform the original SDU by the De-fragmentation functions.
The data link header and tail are removed by the Data Link De-capsulation function to reveal the SDU.

The received SDUs are placed in the appropriate traffic queue according to the traffic class of the SDU and the traffic class to traffic queue mapping within the receiving unit. Conceptually the traffic queues hold the incoming SDUs until they can be serviced by the Traffic Handler.
Any SDU which does not have a traffic class mapped to one of the traffic queues is placed in a temporary queue, which may be of zero length, and dropped. Statistical information about dropped SDUs may be kept.

The Traffic Handler passes the received SDUs up to the Protocol De-multiplexer. This may be done as soon as each SDU arrives or in the event of several SDUs arriving at the same time it may be done in priority order or according to resource reservation parameters. 

It is worth noting that a simple implementation may have a single traffic queue for all traffic implying that traffic is handled in the order in which it arrives. This implementation is fully consistent with the TCONS model. Mapping of all traffic classes to one receive traffic queue is permitted. In this case timely delivery of traffic to the appropriate higher-level applications and protocols may be achieved if the receiver is able to handle each PDU as it arrives.
The Protocol De-Multiplexer passes received SDUs to the appropriate protocol. Queuing of traffic after protocol de-multiplexing is the responsibility of the each protocol.
4 Retry and Redundancy Model

THIS SECTION IS IN THE PROCESS OF BEING WRITTEN
4.1 Redundancy

The Redundancy Model adopted by SOIS is that of equivalent data links that provide alternative paths from a source end-point to a destination end-point on a single sub-network. Switching between the equivalent data links is autonomous rather than application controlled e.g. after a failure on Bus/Link/Path A automatically retry sending on Bus/Link/Path B. Non-autonomous switching of paths can be done by an application specifying the bus/link/path to be used in some way e.g. using a managed parameter. Applications may switch off autonomous redundancy using a management parameter.
Link equivalence requires sending data over two independent paths to a destination. This may be achieved in several ways:
· Sending data over both paths at the same time.
· Sending over the prime link and then if there is a failure using the redundant link.
· Sending over either link, then if failure of one link all traffic goes over the remaining link. 
4.2 Retry

The Retry function helps to provide reliability of communication. It is used specifically to support the Assured and Guaranteed QoS.
The Retry function at the source involves adding information to the PDU being sent to enable the receiver to detect errors. This may include a CRC or other form of checksum and a sequence number to detect missing PDUs. After sending a PDU the source must start a time-out timer and listen for an acknowledgement from the destination. If the acknowledgement arrives before the time-out timer expires then the PDU has arrived safely at the destination. If the acknowledgement does not arrive before the time-out timer expires then it is assumed that the PDU did not arrive at the destination without error so it is resent. This process may be repeated several times until a successful acknowledgement is received or until a specified maximum number of retries has been performed.

If the specific data link being used provides a native retry function then this may be used. Where no native retry function is available it must be implemented as a TCONS/OBL function.

The management parameters for the retry function are:

· number of times to resend,

· time-out interval.

4.3 TCONS Retry and Redundancy

Although retry and redundancy are functionally different, they are handled together by TCONS/OBL.  The Traffic Class of each packet dictates how redundant interface resources (when present) handle the packet.  TCONS/OBL supports several redundancy models which are described below:

· A retry A

· A retry B

· Group adaptive routing

· Simultaneous sending over two or more paths 

For the purposes of the explanation below, the letter “A” signifies a single data-link interface and “B” signifies an associated interface of the same type, which is therefore redundant. A and B are alternative paths through the sub0-network from the source to the destination.
A retry A

This is the simplest reliability model and does not employ any redundant interfaces.

If a reliable PDU (Assured or Guaranteed QoS) is not acknowledged, then retry on the same interface until the reliability protocol indicates a transmit failure or the packet is acknowledged.

Non-reliable traffic is sent without acknowledgement or retries.

This is an example of how a single, conventional interface is used from the standpoint of redundancy and retry.

A retry B

PDUs are sent over one link, the prime link, A. If they are successfully acknowledged then operation continues, sending data over link A.

If there is a failure, i.e. no acknowledgement is received, retries are then sent over an alternative link, the redundant link, B. If a retry is successfully acknowledged then operation continues sending data over link B. 

There will be N retries on the prime link with each retry being recorded and the optional flagging of an error on each failure. This will be followed by M retries on the redundant link with each retry being recorded. This will be followed by flagging of a communications failure and no more attempts to send the PDU will be made. N and M are managed parameters.
The retry rule restarts every time a retried PDU succeeds in being transferred. A managed parameter determines after using B whether next PDU is sent on B or A.
If the retries on B fail then the failure of both prime and redundant links is reported. Any repeated switching (ping-ponging) between links is up to a higher level fault management system. The TCONS/OBL redundancy/retry mechanism only allows switching between the two links once.

The flagging of errors is dependent on management parameters 

In the case of 1553, this protocol may be implemented in hardware, TCONS/OBL would then condition the hardware according to each packet’s Traffic Class reliability setting.  In a dual Spacewire example, A and B may be entirely separate Spacewire interfaces and TCONS/OBL must handle all the details of selecting A or B and handling the acknowledgements and retries.
Group adaptive routing

Interfaces that provide alternative paths from source to destination through a sub-network may be collected together to form a group.

PDUs are sent over one or other interface in the group. By sending over any interface in the group which is not already busy sending traffic, the bandwidth available is increased over that of a single link.  

If there is a failure and a PDU sent is not acknowledged then the data is sent again out of any interface in the group that is available. 

If a permanent failure of one of the links in a group has occurred the link will be disconnected and not allowed to send any more data. In this case the retry will go out of one of the other links in the group that is still operating. 

This mechanism is supported directly by the group adaptive routing capability of SpaceWire.
Simultaneous sending over two or more paths
Each reliable packet is sent simultaneously on each of the set of redundant interfaces.  The receiver accepts one of the packets.  Failure to receive the packet on one or more of the interfaces may be signalled as a network fault.  No acknowledgements or retries are expected or sent. 

Non-reliable traffic is sent on one or more of the redundant links.

This is analogous to AFDX and other similar standards.  Some interface implementations may handle the protocol in hardware, offloading the protocol overhead from TCONS/OBL.  Other implementations may not; discrete, redundant Ethernet devices require that TCONS/OBL implement the entire protocol.
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