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PREFACE

This document is a draft CCSDS Recommended Standard.  Its ‘Red Book’ status indicates that the CCSDS believes the document to be technically mature and has released it for formal review by appropriate technical organizations.  As such, its technical contents are not stable, and several iterations of it may occur in response to comments received during the review process.

Implementers are cautioned not to fabricate any final equipment in accordance with this document’s technical content.
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1 Introduction

1.1 PURPOSE AND SCOPE
This Terrestrial Generic File Transfer (TGFT) Recommended Standard specifies a standard mechanism for transferring files and associated metadata between space agencies.
1.1.1 PURPOSE

The purpose of the Recommended Standard is to provide a standard mechanism by which files can be exchanged between space agencies. File exchanged between agencies may be used in, but are not limited to;

a) Mission design, i.e. in investigating the feasibility of a mission with respect to the support available from another agency.
b) Mission operations, i.e. to transfer files required for the successful operation of a mission between two or more agencies or ground system elements. The contents of such files may include, but are not limited to;

a. Trajectory data.

b. Radiometric data.

c. Event data.

d. Telemetry data.

e. Commanding files

f. On-board software

g. Delta DOR (RDEF)

h. Planning information

i. Accounting data (or at least statistics relating to groundstation pass activities)

j. Meteorological data.

k. Science data

l. “last hop” & “first hop” files

m. Antenna locations

n. Antenna mechanical constraints

o. horizon and transmitter masks

p. SAFs (station allocation files - schedule derived)

q. KeysFiles (a type of event sequencing done just for ESA missions to shield them from DSN "native" vent sequencing)

r. DKFs (The DSN "native" sequence of events)

s. Ground station detailed performance characteristics 

t. spacecraft telecom info (frequencies, performance, loop bandwidths ...)

u. ESA Schedules / DSN Schedules

v. Uplink ramps (ie doppler compensation) 

w. Uplink Tunes (sweep rates, dwells, etc

x. And no doubt many others…

c) Post Mission activities such as archiving data related to the mission.

1.1.2 SCOPE

The scope of this Recommended standard is limited to terrestrial file transfer and in particular deals with the point to point delivery of files in the terrestrial context. It should be noted that whilst the scope of the document is limited to the terrestrial case it is envisaged that mechanisms be supported whereby a file may be delivered by the TGFT along with metadata that enables the files to be injected into a CCSDS File Transfer Protocol (CFDP, see Refs. [1] and [2]) entity for forwarding to a spacecraft via the spacelink, or similarly files received by a CFDP entity could be injected into the TFT for delivery to another agency. It should be noted that the mechanism by which the injection to/from a CFDP entity is managed is outwith the scope of this document.

The following figure shows the model lying behind the file transfer concept. This is a conceptual diagram only and is not intended to reflect the real-world configurations of any agencies network setup. It is assumed that, due to security considerations, the end points (i.e. originating and destination nodes) of the file transfer will be positioned on some sort of firewall demilitarized zone. 
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:  Terrestrial File Transfer Conceptual Model

The file transfer hosts, although only one is illustrated at each agency, may be redundant.

The following points should also be noted;

1. Whilst it is probable that each host will be protected by a firewall and be situated on a DMZ this is by no means mandatory, from the point of view of the file transfer the only necessity is that it must be possible to establish a connection between the 2 hosts that permit the required file transfer activities to take place. How an Agency configures the security of its system is not the concern of this recommendation.

2. The above diagram essentially illustrates the symmetric case for file transfer, i.e. files can be transferred in either direction. It may in some cases be desirable that only unidirectional file transfer is supported. In this case one host could be considered as the file transfer service host and the other as the file transfer service user.
1.2 APPLICABILITY

It is intended that this Recommended Standard can be applicable to all files transferred between space agencies on the ground.
1.3 RATIONALE

1.3.1 General

The primary goal of CCSDS is to increase the level of interoperability among agencies.  This Recommended Standard furthers that goal by establishing a standardized mechanism by which files and associated metadata can be exchanged point to point on the ground between space agencies.
1.3.2 USE CASES
The use cases of the Terrestrial Generic File Transfer are ubiquitous; they address something that is currently carried out on a day by day basis using a variety of ad hoc mechanisms between agencies. The prime use case can therefore be seem as the standardization of the file transfer mechanism.

There is also the case where the use of the TGFT is only part of the delivery chain, for instance where the final destination (or initial origin) of a file is the space segment.
1.3.2.1 Relation to CFDP

One possible use of the TGFT is as part of a file delivery chain where either the original source or final destination of a file is the space segment. In this case what is required of CFDP is that it permits the specification of metadata such that information required to uplink the file to the space segment can be fully defined and similarly that the metadata associated with a file downlinked via CFDP can be encapsulated in the TGFT metadata and thus delivered along with the file.

Note that this standard does not specify in any way how the process of injecting a file delivered over TGFT into CFDP should be achieved or vice versa. It is solely indented that the specification of the metadata is sufficiently flexible to permit this to be carried out by some mechanism.
1.4 DOCUMENT STRUCTURE

This document is organized as follows:

a) Section 1 provides the purpose, scope, applicability, and rationale of this Recommended Standard and identifies the conventions and references used throughout the document. This section also describes how this document is organized. A brief description is provided for each section and annex so that the reader will have an idea of where information can be found in the document. It also identifies terminology that is used in this document but is defined elsewhere.

b) Section 2 provides a brief overview of the CCSDS-recommended Terrestrial Generic File Transfer standard.
c) Section 3 provides details of the protocols to be used, expected user accounts, directory structures, naming conventions etc..
d) Section 4 defines the metadata required for the TGFT
e) ANNEX A defines the normative TGFT Service Agreement.
f) ANNEX B provides the normative Implementation Conformance Statement (ICS) proforma.

g) ANNEX C discusses security, SANA, and patent considerations.

h) ANNEX D contains a list of Acronyms applicable to the Simple Schedule Format.
i) ANNEX E is a list of informative references.

1.5 DEFINITIONS

For the purposes of this document, the following definitions apply:

a) the word ‘agencies’ may also be construed as meaning ‘satellite operators’ or ‘satellite service providers’;

b) the notation ‘n/a’ signifies ‘not applicable’.
1.6 NOMENCLATURE

1.6.1 Normative Text

The following conventions apply for the normative specifications in this Recommended Standard:

a) the words ‘shall’ and ‘must’ imply a binding and verifiable specification;

b) the word ‘should’ implies an optional, but desirable, specification;

c) the word ‘may’ implies an optional specification;

d) the words ‘is’, ‘are’, and ‘will’ imply statements of fact.

NOTE
–
These conventions do not imply constraints on diction in text that is clearly informative in nature.

1.6.2 Informative Text

In the normative sections of this document, informative text is set off from the normative specifications either in notes or under one of the following subsection headings:

· Overview;

· Background;

· Rationale;

· Discussion.

1.7 CONVENTIONS—THE UNIFIED MODELING LANGUAGE

The Unified Modeling Language (UML) diagrams used in the specification (including class diagrams, package diagrams, sequence diagrams, and activity diagrams) follow the notation, semantics, and conventions imposed by the Version 2.4.1 UML specification of the Object Management Group (OMG) (reference [4]). An overview of UML diagramming conventions can be found in Annex E of reference [3] .
Within the document use is made only of class diagrams. A UML class diagram describes the structure of a message, its parts, and how those parts interrelate. A UML class, represented in the diagram as a box, represents a data set. Class diagram conventions include composition, generalization, multiplicity, and constraints. Enumeration notation is also used but only when it is involved in a composition constraint.

1.8 References

The following publications contain provisions which, through reference in this text, constitute provisions of this document.  At the time of publication, the editions indicated were valid.  All publications are subject to revision, and users of this document are encouraged to investigate the possibility of applying the most recent editions of the publications indicated below.  The CCSDS Secretariat maintains a register of currently valid CCSDS publications.

[1]
CCSDS File Delivery Protocol (CFDP) — Part 1: Introduction and Overview. Report Concerning Space Data System Standards, CCSDS 720.2-G-3. Green Book. Issue 3. Washington, D.C.: CCSDS, January 2007. 

[2]
CCSDS File Delivery Protocol (CFDP). Recommended Standard for Space Data Systems, CCSDS 727.0-B-4. Blue Book Issue 4 Washington, D.C.: CCSDS, January 2007

[3] 
Space Communication Cross Support—Service Management—Service Specification. Recommended Standard for Space Data Systems, CCSDS 910.11-B-1. Blue Book Issue 1. Washington, D.C.: CCSDS, August 2009.
[4]
Unified Modeling Language (UML). Version 2.4.1. Needham, Massachusetts: Object Management Group, August 2011.
[5]
ZIP File Specification

· http://www.pkware.com/documents/APPNOTE/APPNOTE-6.3.3.TXT 
[6]
TAR File Specification – is defined in
· POSIX.1-1988

· POSIX.1-2001
[7]
TLS – Transport Layer Security Specification
TLS 1.0

· RFC 2246, January 1999 

TLS 1.1 is an update from TLS version 1.0.
· RFC 4346, April 2006
TLS 1.2 is based on the earlier TLS 1.1 specification.
· RFC 5246, August 2008.
All TLS versions were further refined in RFC 6176 in March 2011 removing their backward compatibility with SSL such that TLS sessions will never negotiate the use of Secure Sockets Layer (SSL) version 2.0.

[8]
WebDAV Specification
· RFC 2291: "Requirements for a Distributed Authoring and Versioning Protocol for the World Wide Web", issued February 1998

· RFC 4918: "HTTP Extensions for Web Distributed Authoring and Versioning (WebDAV)", issued June 2007 (which updates and supersedes "HTTP Extensions for Distributed Authoring — WebDAV" RFC 2518, issued February 1999)

· RFC 3648: "Web Distributed Authoring and Versioning (WebDAV) Ordered Collections Protocol", issued December 2003

· RFC 3744: "Web Distributed Authoring and Versioning (WebDAV) Access Control Protocol", issued May 2004

· RFC 4331: "Quota and Size Properties for Distributed Authoring and Versioning (DAV) Collections", issued February 2006

· RFC 4437: "Web Distributed Authoring and Versioning (WebDAV) Redirect Reference Resources", issued March 2006

[9]
XML Formatted Data Unit (XFDU)Structure and Construction Rules, Recommended Standard for Space Data Systems, CCSDS 661.0-B-1. Blue Book Issue 1 Washington, D.C.: CCSDS, September 2008

[10]
Hypertext Transfer Protocol -- HTTP/1.1 specification
· RFC 2616: "Hypertext Transfer Protocol -- HTTP/1.1”, issued . June 1999

[11]
Time Code Formats. Issue 4. Recommendation for Space Data System Standards (Blue Book), CCSDS 301.0-B-4. Washington, D.C.: CCSDS, November 2010.
2 Overview

2.1 GENERAL

This section provides a high-level overview of the CCSDS-recommended Terrestrial Generic File Transfer standard, which is designed to facilitate standardized exchanges of files and associated metadata between space agencies.

2.2 Protocol
The protocol to be used needs to be able to provide security for the file transfer, e.g. it should not send user ID and/or passwords in plain text (thus ruling out standard FTP
). In addition the protocol should conform to a recognized standard and be readily available on a wide range of operating systems and be capable of supporting both IPv4 and IPv6 network addresses. In terms of providing security it is desirable to utilize a network protocol that is designed for secure data communications over an insecure network.

With this in mind the protocol chosen for the TGFT is WebDAV.

2.2.1 WebDAV

Web Distributed Authoring and Versioning (WebDAV) (reference [8]) is an extension of the Hypertext Transfer Protocol (HTTP) that facilitates collaboration between users in editing and managing documents and files stored on World Wide Web servers. The WebDAV protocol makes the Web a readable and writable medium. It provides a framework for users to create, change and move documents on a server; typically a web server or web share.

WebDAV is available on a number of platforms (e.g. the server side can be provided by the cross platform Apache HTTP server). A number of clients are also available. On various Linux systems a WebDAV command line interpreter is available that provides a command set similar to FTP. Versions are also available for Windows and other operating systems.

Security for WebDAV is provided by running over Transport Layer Security (TLS).
2.2.2 Transport Layer Security

TLS (reference [7]) is a cryptographic protocol designed to provide communication security over the Internet. They use X.509 certificates and hence asymmetric cryptography to assure the counterparty with whom they are communicating, and to exchange a symmetric key. This session key is then used to encrypt data flowing between the parties. This allows for data/message confidentiality and message authentication codes for message integrity and as a by-product, message authentication.
2.3 Metadata and File Packaging
CCSDS already has a standard specifically for packaging metadata with a file (or files), this is the XFDU recommended standard (reference [9]). The XFDU standard is based on the use of XML. An XML Formatted Data Unit (XFDU) consists of the XFDU Manifest, all files contained in the Manifest and all files and XFDUs referenced from it. Some or all of the referenced files may be contained in an XFDU Package, such as through the use of a ZIP (reference [5]) or TAR (reference [6]) file.  However, the XFDU recommendation foresees that there may still be references in the Manifest to files outside the XFDU Package.  In this case, the XFDU is a logical entity and does not exist as a single physical entity.
For the purposes of the TGFT an XFDU package shall be constrained such that all references in the Manifest must be to files in the XFDU package. The use of either TAR or ZIP for creation of the XFDU Package is permitted by the TGFT.
3 TGFT File Transfer Specification
The following sections specify how files shall be exchanged between space agencies.
3.1 Service Definition 

The basic concept adopted in defining the TGFT is that the files shall always be “pushed” from the service provider to the service user. Thus the service provider must have access to a directory on the target user system. The target directory and system will be specified in a service agreement between the agencies. This service agreement is defined in ANNEX A below.
NOTE: Bi-directional file transfer is supported by the TGFT recommended standard. In this case both agencies will require a target system with a Web Server installed, i.e.
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Class SimpleSchedule Parameters"
:  Bi-Directional File Transfer
	File Transfer Direction
	Service Provider
	Service User

	Agency A –> B
	A
	B – requires Web Server

	Agency B –> A 
	B
	A – requires Web Server


3.1.1 Transfer Protocol

The transfer protocol to be used in WebDAV (reference [8]), with security provided by running this over Transport Level Security (TLS) (reference [7]). Thus the URLs to be used by the service will begin HTTPS.
As noted previously WebDAV is an extension of the HTTP protocol and consequently will require that a suitable Web Server is installed on the service user system. Instigation of the file transfer from the service provider can be done by using any suitable tool, e.g. curl is a command line tool for Linux systems.
3.1.2 Required Operations

For the TGFT only one operation is considered essential and that is provided by the HTTP PUT method. The following description of the PUT method is taken from reference [10]
“The PUT method requests that the enclosed entity be stored under the supplied Request-URI. If the Request-URI refers to an already existing resource, the enclosed entity SHOULD be considered as a modified version of the one residing on the origin server. If the Request-URI does not point to an existing resource, and that URI is capable of being defined as a new resource by the requesting user agent, the origin server can create the resource with that URI. If a new resource is created, the origin server MUST inform the user agent via the 201 (Created) response. If an existing resource is modified, either the 200 (OK) or 204 (No Content) response codes SHOULD be sent to indicate successful completion of the request. If the resource could not be created or modified with the Request-URI, an appropriate error response SHOULD be given that reflects the nature of the problem. The recipient of the entity MUST NOT ignore any Content-* (e.g. Content-Range) headers that it does not understand or implement and MUST return a 501 (Not Implemented) response in such cases.”

Essentially the PUT method enables a file or files to be pushed from the service provider to the service user.

In addition to this for TGFT it is considered desirable that the WebDAV PROPFIND method is available. The following description of the PROPFIND method is taken from reference 
“The PROPFIND method retrieves properties defined on the resource identified by the Request-URI, if the resource does not have any internal members, or on the resource identified by the Request-URI and potentially its member resources, if the resource is a collection that has internal member URLs. All DAV-compliant resources MUST support the PROPFIND method and the propfind XML element along with all XML elements defined for use with that element.

A client MUST submit a Depth header with a value of "0", "1", or "infinity" with a PROPFIND request. Servers MUST support "0" and "1" depth requests on WebDAV-compliant resources and SHOULD support "infinity" requests. In practice, support for infinite-depth requests MAY be disabled, due to the performance and security concerns associated with this behaviour. Servers SHOULD treat a request without a Depth header as if a "Depth: infinity" header was included.

A client may submit a 'propfind' XML element in the body of the request method describing what information is being requested. It is possible to:

· Request particular property values, by naming the properties desired within the 'prop' element (the ordering of properties in here MAY be ignored by the server),

· Request property values for those properties defined in this specification (at a minimum) plus dead properties, by using the 'allprop' element (the 'include' element can be used with 'allprop' to instruct the server to also include additional live properties that may not have been returned otherwise),

· Request a list of names of all the properties defined on the resource, by using the 'propname' element.

A client may choose not to submit a request body. An empty PROPFIND request body MUST be treated as if it were an 'allprop' request.

Note that 'allprop' does not return values for all live properties. WebDAV servers increasingly have expensively-calculated or lengthy properties and do not return all properties already. Instead, WebDAV clients can use propname requests to discover what live properties exist, and request named properties when retrieving values. For a live property defined elsewhere, that definition can specify whether or not that live property would be returned in 'allprop' requests.”
The PROPFIND method thus enables the service provider to retrieve the properties of the directory hierarchy of the service user system and can thus check that the file has successfully been transferred.

It should be noted that at least some Web Servers all the disabling of  HTTP methods. 
Therefore depending on the security needs of the agencies involved it may be desirable to configure the Web Server used such that only the required HTTP methods are available.

 The WebDAV protocol consists of a set of new methods and headers for use in HTTP. The added methods include:

3.1.3 Hosts

Ideally the hosts for both the sender and receiver of the files would be transparently redundant, i.e. if the prime machine fails the backup machine should transparently replace it. This could be achieved by the use of dynamic DNS. It is however accepted that this may not be possible in all cases and thus it may be desirable to describe the appropriate failover behaviour in the service agreement, e.g. always transfer files to the prime host unless it is unavailable in which case the transfer should be to the backup, always transfer files to both prime and redundant hosts or (less desirable) no backup is available.

Specification of the target host names is also done in the service agreement (see ANNEX A below).
3.1.4 Accounts

For each service agreement it is required that an agency acting as service user provides one login to an agency acting as service provider with appropriate permissions to write files to the target directory for the web server running on the target system(s).

Details of the account(s) will be specified in the service agreement (see ANNEX A below).
As a minimum login to the account shall be by user name/password. However it is desirable, particularly from the point of view of automating the transfers, that the login authentication is carried out by means of public-private key pairs.

Distribution of login information and/or required keys to the involved parties is outwith the scope of this document.

3.2 Files

3.2.1 File Naming

File naming is left to the discretion of the users, with the exception that the names of the files, both those in the wrapper file and the wrapper file itself be limited to the following characters

· [a-z], lower case alphabetic characters

· [0-9], numeric characters

· -, the “dash”(or minus) character

· _, the underscore character

· ., the dot character
The above restriction is intended to reduce the scope of problems when files are transferred between different operating systems. In particular the restriction to lower case alphabetic characters is intended to remove any ambiguity between Windows and Unix, e.g. on Windows the file names file_name.file_type is equivalent to FILE_NAME.FILE_TYPE where on Unix these are treated as distinct files.

NOTE: One exception to the restriction to use only lower case letters is permitted and that is described below

To minimise the risk of overwriting files of the same name that are still present in the target directory 

the name of the destination file shall be post-fixed with the Zulu time at which the upload of the file was started. The format of the time shall be CCSDS ASCII Time Code B (reference [11]), e.g.:

Original name

file_name.file_type
Destination name:
file_name.file_type-YYYY-DDDThh:mm:ssZ

Where (as pre reference [11])
YYYY

Year in four-character subfield with values 0001-9999 

DDD

Day of year in three-character subfield with values 001-365 or -366 

T 

Calendar-Time separator 

hh

Hour in two-character subfield with values 00-23

mm

Minute in two-character subfield with values 00-59 
ss
Second in two-character subfield with values 00-59 (-58 or -60  during leap seconds) 

Z
 time code terminator
Note; To be conformant with the CCSDS ASCII Time Code B the “T”and the “Z” must be in upper case.

3.2.2 File Packaging 

A file, or related group of files, shall be packaged as one physical XFDU entity. Construction of the XFDU is defined in section 4 below.

The physical XFDU entity shall be constructed using either TAR or ZIP, the service agreement shall specify whether TAR and/or ZIP is supported.
Manifest file name – TBD depending on further work on XFDU representation of metadata.
3.2.3 Directory Structure

As noted previously it is proposed that there is one account per service agreement. This being the case it is proposed that there is, within this account, only 1 directory;

· in-tray – This directory is used as the target directory for files pushed to the service user. It is assumed that once a file has been found in the in-tray it will be moved to another location for further processing by the service user.

3.2.4 Processing

Details of any processing that is required to be carried out on any of the transferred files is beyond the scope of this recommendation. It is however intended that the metadata associated (and delivered) with a file or group of files is sufficient to allow any required processing to be carried out.

With this in mind an extensible approach for specifying parameters in the XFDU metadata is defined in section 4 below.

3.2.5 Missing Files
No mechanism is defined in TGFT to detect missing files. It is foreseen that the ability to check for missing files will be supported by the metadata contained in the XFDU.

3.3 Security

Not completely clear what is required but I would assume that at least the ability to optionally provide a hash value for each of the encapsulated files is required and this needs to be addressed in the metadata specified in section 4..

The mechanism for permitting a SHA-2 hash value for all “wrapped” files is to enclose the hash value in the metadata in the XFDU. With respect to providing the hash value for the manifest and wrapper files this can be done by appending the appropriate hash value to the full filename as shown below:

· file_name.file_type-YYYY-DDDThh:mm:ssZ.xxx.sha2_hash_value


Questions still to be answered

· Is signing enclosed files needed ?

· Is encrypting enclosed files needed ?

· Is signing manifest file needed ?

· Is encrypting manifest file needed ?

· Is signing wrapper file needed ?

· Is encrypting wrapper files needed ?

As we move toward more secure systems it is likely that some or all of the above list may be required. In particular it is likely that in some cases it will be necessary to sign the wrapper file and possibly some or all of the individual enclosed files.

This will require further investigation by the working group.

4 TGFT MetaData Specification

TBW
ANNEX A 

Service Agreement

(Normative)

A1 Service Agreement

The following constitutes the service agreement for the TGFT. 
Table 4‑14 TC \f T "-1
Class SimpleSchedule Parameters"
:  Service Agreement
	Agency 1 Details

	Agency Name
	

	Service Agreement Points of Contact
(see section A1.1 below)
	

	Troubleshooting Points of Contact
(see section A1.1 below)
	

	Hosts names and roles (service user only)
(see section A1.2 below)
	

	Login Information

(see section A1.3 below)
	

	Data Volume
(see section A1.4 below)
	

	Retention Time
(see section A1.5 below)
	

	Availability
(see section A1.6 below)
	

	Transfer Rate
(see section A1.7 below)
	

	Delivery Latency

(see section A1.8 below)
	

	Required Sana Registries

(see section A1.9 below)
	


	Agency 2 Details

	Agency Name
	

	Service Agreement Points of Contact
(see section A1.1 below)
	

	Troubleshooting Points of Contact
(see section A1.1 below)
	

	Hosts names and roles (service user only)

(see section A1.2 below)
	

	Login Information

(see section A1.3 below)
	

	Data Volume

(see section A1.4 below)
	

	Retention Time

(see section A1.5 below)
	

	Availability

(see section A1.6 below)
	

	Transfer Rate

(see section A1.7 below)
	

	Delivery Latency

(see section A1.8 below)
	

	Required Sana Registries

(see section A1.9 below)
	


A1.1 Points of Contact

Points of contact would be needed potentially at 2 levels;

1. To identify the personnel at both sides how are responsible for establishing the service agreement

2. To identify the personnel who should be notified in the event of problems arising.
A1.2 HOSTS

This should identify the machine(s) that the service user will host the web server on name  and describe the failover options available, i.e. dynamic DNS, Prime and Backup (in this case stating whether files should always be copied to the backup as well as the prime or only copied to the backup when the prime as failed, no backup etc..

A1.3 Login Information
This should be used to specify the user account to be used and specify the mechanism by which the required authentication details (i.e. password or keys) should be distributed.
A1.4 Data Volume

This should specify the total data volume that is available to the remote agency, i.e. the total storage space available in the in-tray and out-tray 
combined. 
A1.5 Retention Time

This should specify how long files will be retained before being deleted in the event that it is not possible to deliver the file to the service user
. This could be global or per file type (TBD).

A1.6 Availability

This should specify the availability of the hosts to be used for the file transfers and indicate times during which support for troubleshooting will be available.

A1.7 Transfer rate

This should specify the transfer rates that can be supported between the 2 parties involved. May not be applicable in all cases, e.g. where the transfer takes place over the internet.
A1.8 Delivery latency

This should specify the expected latency between a file becoming available at the service provider and this being transferred to the service user.
A1.9 Required SANA registries

This should specify any SANA registries that are needed.

A1.10 Anything else ?
What’s missing from the above ?

ANNEX B 

Implementation Conformance Statement (ICS) proforma

(Normative)

B1 INTRODUCTION

B1.1 OVERVIEW

This annex provides the Implementation Conformance Statement (ICS) Requirements List (RL) for an implementation of the Terristrial Generic File Transfer (CCSDS 927.1-W-1). The ICS for an implementation is generated by completing the RL in accordance with the instructions below. An implementation shall satisfy the mandatory conformance requirements referenced in the RL.

The RL in this annex is blank. An implementation’s completed RL is called the ICS. The ICS states which capabilities and options have been implemented. The following can use the ICS:

· the implementer, as a checklist to reduce the risk of failure to conform to the standard through oversight;

· a supplier or potential acquirer of the implementation, as a detailed indication of the capabilities of the implementation, stated relative to the common basis for understanding provided by the standard ICS proforma;

· a user or potential user of the implementation, as a basis for initially checking the possibility of interworking with another implementation (it should be noted that, while interworking can never be guaranteed, failure to interwork can often be predicted from incompatible ICSes);

· a tester, as the basis for selecting appropriate tests against which to assess the claim for conformance of the implementation.
B1.2 ABBREVIATIONS AND CONVENTIONS

B1.2.1 General

The RL consists of information in tabular form. The status of features is indicated using the abbreviations and conventions described below.

B1.2.2 Item Column

The item column contains sequential numbers for items in the table.

B1.2.3 Feature Column

The feature column contains a brief descriptive name for a feature. It implicitly means ‘Is this feature supported by the implementation?’

NOTE –
The features itemized in the RL are elements of the Terrestrial Generic File Transfer. Therefore support for a mandatory feature indicates that this feature will be used, and support for an optional feature indicates that this feature can be used.
B1.2.4 Class Column/Parameters

The Class/Parameters column contains, where applicable, the Simple Schedule Format class associated with the feature.

B1.2.5 Reference Column

The reference column indicates the relevant subsection or table in the Simple Schedule Format Specification (CCSDS 902.1-R-1) (this document).

B1.2.6 Status Column

The status column uses the following notations:

M
mandatory.

O
optional.

It should be noted that a parameter may be marked as M(andatory) while the class that contains it is marked O(ptional). This should be interpreted to mean that while the class is optional if it is present then the parameter must be present.

B1.2.7 Support Column Symbols

The support column is to be used by the implementer to state whether a feature is supported by entering Y, N, or N/A, indicating:

Y
Yes, supported by the implementation.

N
No, not supported by the implementation.

N/A
Not applicable.

B1.3 INSTRUCTIONS FOR COMPLETING THE RL
An implementer shows the extent of compliance to the Recommended Standard by completing the RL; that is, the state of compliance with all mandatory requirements and the options supported are shown. The resulting completed RL is called an ICS. The implementer shall complete the RL by entering appropriate responses in the support or values supported column, using the notation described in B1.2. If a conditional requirement is inapplicable, N/A should be used. If a mandatory requirement is not satisfied, exception information must be supplied by entering a reference Xi, where i is a unique identifier, to an accompanying rationale for the noncompliance.

B2 ICS Proforma for Simple Schedule Format

B2.1 General Information

B2.1.1 Identification of ICS

	Date of Statement (DD/MM/YYYY)
	

	ICS serial number
	

	System Conformance statement cross-reference
	


B2.1.2 Identification of Implementation Under Test (IUT)

	Implementation name
	

	Implementation version
	

	Special Configuration
	

	Other Information
	


B2.1.3 Identification of Supplier

	Supplier
	

	Contact Point for Queries
	

	Implementation Name(s) and Versions
	

	Other Information necessary for full identification, e.g., names(s) and version(s) for machines and/or operating systems;
	


B2.1.4 Document Version

	CCSDS 9272.1-W-1, draft issue 1
	

	Have any exceptions been required?

(Note: A YES answer means that the implementation does not conform to the Recommended Standard. Non-supported mandatory capabilities are to be identified in the ICS, with an explanation of why the implementation is non-conforming
	Yes _____

No _____ 



B2.1.5 Requirements List

B2.1.5.1 Class SimpleSchedule

B2.1.5.1.1 General

	Item
	Description
	Ref.
	Status
	Support

	1. 
	SimpleSchedule
	Error! Reference source not found.
	M
	


B2.1.5.1.2 Class SimpleSchedule Parameters

	Item
	Parameter
	Ref.
	Status
	Item Support or 
Values Supported

	1.1. 
	srvMgtEntityType
	Table 3‑1
	M
	


B2.1.5.2 Class SimpleScheduleHeader
B2.1.5.2.1 General

	Item
	Description
	Ref.
	Status
	Support

	2. 
	SimpleScheduleHeader
	Error! Reference source not found.
	M
	


B2.1.5.3 Class ServiceInfo

B2.1.5.3.1 General

	Item
	Class
	Ref.
	Status
	Support

	3. 
	ServiceInfo
	Error! Reference source not found.
	C2
	


C2: If a ScheduledActivity class is contained in the Simple Schedule then there must be at least one ServiceInfo for each ScheduledActivity.

B2.1.5.3.2 Class ServiceInfo Parameters

	Item
	Parameter
	Ref.
	Status
	Item Support or 
Values Supported

	3.1. 
	serviceType
	Table Error! Reference source not found.
	M
	

	3.2. 
	frequencyBand
	Table Error! Reference source not found.
	M
	





ANNEX C 

Security, SANA, and Patent Considerations

(Informative)

C1 SecuRity Considerations

C1.1 Overview
This section presents the results of an analysis of security considerations applied to the technologies specified in this Recommended Standard.

C1.2 CONSEQUENCES OF NOT APPLYING SECURITY TO THE TECHNOLOGY

The consequences of not applying security to the systems and networks on which this Recommended Standard is implemented could include potential loss, corruption, and theft of data. Since it is possible to utilize these messages in preparing and disseminating schedules relating to the availability of communications and tracking resources for spacecraft, the consequences of not applying security to the systems and networks on which this Recommended Standard is implemented could include compromise or loss of the mission if malicious tampering of a particularly severe nature occurs.

C1.3 POTENTIAL THREATS AND ATTACK SCENARIOS

Potential threats or attack scenarios include, but are not limited to, (a) unauthorized access to the programs/processes that generate and interpret the messages, and (b) unauthorized access to the messages during transmission between exchange partners. Protection from unauthorized access during transmission is especially important if the mission utilizes open ground networks such as the Internet to provide ground station connectivity for the exchange of data formatted in compliance with this Recommended Standard. It is strongly recommended that potential threats or attack scenarios applicable to the systems and networks on which this Recommended Standard is implemented be addressed by the management of those systems and networks and the utilization of adequate authentication, suitable protocols, and secured interfaces for the exchange of this information.
C1.4 security concerns RELATED TO THIS RECOMMENDED STANDARD

C1.4.1 Data Privacy

Privacy of data formatted in compliance with the specifications of this Recommended Standard should be assured by the systems and networks on which this Recommended Standard is implemented.

C1.4.2 Data Integrity

Integrity of data formatted in compliance with the specifications of this Recommended Standard should be assured by the systems and networks on which this Recommended Standard is implemented.

C1.4.3 Authentication of Communicating Entities

Authentication of communicating entities involved in the transport of data which complies with the specifications of this Recommended Standard should be provided by the systems and networks on which this Recommended Standard is implemented.

C1.4.4 DATA TRANSFER BETWEEN COMMUNICATING ENTITIES

The transfer of data formatted in compliance with this Recommended Standard between communicating entities should be accomplished via secure mechanisms approved by the Information Technology Security functionaries of exchange participants.

C1.4.5 Control of Access to Resources

Control of access to resources should be managed by the systems upon which provider formatting and recipient processing are performed.

C1.4.6 Auditing of Resource Usage

Auditing of resource usage should be handled by the management of systems and networks on which this Recommended Standard is implemented.

C1.5 UNAUTHORIZED ACCESS

Unauthorized access to the programs/processes that generate and interpret the messages should be prohibited in order to minimize potential threats and attack scenarios.

C1.6 DATA SECURITY IMPLEMENTATION SPECIFICS

Specific information-security interoperability provisions that apply between agencies and other independent users involved in an exchange of data formatted in compliance with this Recommended Standard should be specified in an ICD.

C2 SANA Considerations

C2.1 General
TBW
C3 Patent Considerations

No patent rights are known to adhere to any of the specifications of the Recommended Standard.

ANNEX D 

ABBreviations and ACRONYMS

(INFORMATIVE)
	AD
	Area Director

	ASCII
	American Standard Code for Information Interchange

	CCSDS
	Consultative Committee on Space Data Systems

	CSS
	Cross Support Services

	CSSS
	Cross Support Service System

	DAD
	Deputy Area Director

	e.g.
	exempli gratia. Means “for example”

	ICD
	Interface Control Document

	ICS
	Implmentation Conformance Statement

	i.e.
	Id est. Means “that is”

	IUT
	Identification of implementation Under Test

	M
	Mandatory

	N
	No

	n/a
	Not applicable

	OMG
	Object Management Group

	O
	Optional

	RL
	Requirements List

	SANA
	Space Assigned Numbers Authority

	SCCS SM
	Space Communication Cross Support Service Management

	TBD
	To Be Decided

	UML
	Unified Modeling Language

	UTC
	Coordinated Universal Time

	VLBI
	Very-Long-Baseline Interferometry

	W3C
	World Wide Web Consortium

	XML
	eXtensible Markup Language

	Y
	Yes



ANNEX E 

Informative References

(Informative)
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[E2]
Extensible Space Communication Cross Support—Service Management—Concept. Report Concerning Space Data System Standards (Green Book). CCSDS 902.0-G-1, Washington, D.C.: CCSDS, September 2014.
�This input came from Peter Shames, but I’m not exactely sure what they are for. Can anyone enlighten me?


�TBD if this is needed,, might be for metadata…


�If this proposal is compared to standard FTP, shouldn't it be compared to other protocols such as FTPS, SFTP, SCP?


�If the PROPFIND method is not required then do we really need WebDAV if the PUT method is all that’s needed ?


��I don't understand this





�To be completed


�It would be useful to have a valid use case where a file still exist in the target directory with a previous date, and where this older file should be kept.


��It looks like WebDAV has defined a versioning capability to handle the case of multiple versions of a file. Has this capability been studied to be used in TGFT ?





�the target agency/service must be able tofind/recognize this extension, and eventually to identify two files with differing date extensions. I mean is there any use case where the target service waits for the "file_name.file_type" file, and would not know which one to use ?


�Needs to be expanded  once the metadata section has been worked through.


�Meaning that the metadata will provide all the inputs to check the content. Is this check a part of the TGFT prototype?


�This needs to be worked on some more.


�I think the out tray must no longer exists as the TGFT only does push


�the target agency/service must be able tofind/recognize this extension, and eventually to identify two files with differing date extensions. I mean is there any use case where the target service waits for the "file_name.file_type" file, and would not know which one to use ?


�Isn’t this rection again something linked to the pull possibilitie that has been abandonnend? 


�Do we need this ?


�Okay what else is going to be required ?


�Needs to be tailored for TGFT


�Needs to be tailored for TGFT


�Needs to be tailored to fit TGFT !


�Needs to be Tailored for TGFT





