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(WHEN THIS RECOMMENDATION IS FINALIZED, IT WILL CONTAIN THE FOLLOWING FOREWORD:)
This document is a draft CCSDS Report, which contains background and explanatory material to support the CCSDS Recommendation on the Space Packet Protocol (reference [1]). 

Through the process of normal evolution, it is expected that expansion, deletion or modification to this document may occur.  This Recommendation is therefore subject to CCSDS document management and change control procedures, as defined in reference [2]. Current versions of CCSDS documents are maintained at the CCSDS Web site:

http://www.ccsds.org/

Questions relating to the contents or status of this document should be addressed to the CCSDS Secretariat at the address indicated on page i.
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1 Introduction

1.1 Purpose

This Report has been developed to present the concept and rationale of the CCSDS Recommendation on the Space Packet Protocol (reference [1]).  

It has specifically been prepared to serve the following purposes:

a) To provide an introductory overview on the concept of the Space Packet Protocol;
b) To provide information on how the Space Packet Protocol should be used by end users to efficiently develop their mission systems (including onboard instruments and ground support systems);
c) To provide information on how the Space Packet Protocol should be deployed in space data systems to efficiently develop multi-mission infrastructures (including both onboard and ground infrastructures).  
1.2 Scope

The information contained in this Report is not part of the CCSDS Recommendation on the Space Packet Protocol (reference [1]).  In the event of any conflict between the Recommendation and the material presented herein, the Recommendation shall prevail.

1.3 Organization of This Report

This document is divided into four numbered sections and an annex:

a) Section 1 presents the purpose, scope, and organization of this Report, and lists the definitions and references used throughout the Report;

b) Section 2 explains what the Space Packet Protocol is and how it should be used by end users to develop instruments, monitor and control systems, etc.;

c) Section 3 shows how the Space Packet Protocol is deployed in space data systems and how it should be used to develop multi-mission infrastructures;

d) Section 4 presents frequently asked questions and their answers;

e) Annex A lists all acronyms used within this document.

1.4 Definitions

The following definitions are used throughout this Report.  Many other terms that pertain to specific items are defined in the appropriate sections.

destination user application:  a user application (see below) that receives application data using the Space Packet Protocol.
Node:  a physical entity used as a unit in a system. 
source user application:  a user application (see below) that sends application data using the Space Packet Protocol.
space link:  a communications link between a spacecraft and its associated ground system, or between two spacecraft.

Space Packet Protocol:  a protocol specified in reference [1], which has been developed to transfer space application data from one user application to one or more user application(s).

Space Packet Protocol entity:  a functional entity that performs all of a portion of the functions of the Space Packet Protocol. 

Subnetwork:  a local network that connects two or more Space Packet Protocol entities. 

user application:  a functional entity that sends or receive application data using the Space Packet Protocol. 

1.5 References

The following documents are referenced in the text of this Report.  At the time of publication, the editions indicated were valid.  All documents are subject to revision, and users of this Report are encouraged to investigate the possibility of applying the most recent editions of the documents indicated below.  The CCSDS Secretariat maintains a register of currently valid CCSDS Recommendations and Reports.
[1] Space Packet Protocol. Recommendation for Space Data System Standards, CCSDS 133.0-B-1.  Blue Book.  Issue 1.  Washington, D.C.: CCSDS, April 2003.

[2] Procedures Manual for the Consultative Committee for Space Data Systems.  CCSDS A00.0-Y-8.  Yellow Book.  Issue 8.  Washington, D.C.: CCSDS, July 2002.

[3] TM Space Data Link Protocol. Recommendation for Space Data System Standards, CCSDS 132.0-B-1.  Blue Book.  Issue 1.  Washington, D.C.: CCSDS, April 2003.
[4] TC Space Data Link Protocol. Recommendation for Space Data System Standards, CCSDS 232.0-B-1.  Blue Book.  Issue 1.  Washington, D.C.: CCSDS, April 2003.
[5] AOS Space Data Link Protocol. Recommendation for Space Data System Standards, CCSDS 732.0-B-1.  Blue Book.  Issue 1.  Washington, D.C.: CCSDS, April 2003.
[6] Proximity-1 Space Link Protocol- Data Link Layer. Recommendation for Space Data System Standards, CCSDS 211.0-B-3.  Blue Book.  Issue 3.  Washington, D.C.: CCSDS, May 2004.
[7] Cross Support Reference Model: Part 1 - Space Link Extension Services. Recommendation for Space Data System Standards, CCSDS 910.4-B-1.  Blue Book.  Issue 1.  Washington, D.C.: CCSDS, May 1996.
[8] CCSDS File Delivery Protocol. Recommendation for Space Data System Standards, CCSDS 727.0-B-2.  Blue Book.  Issue 2.  Washington, D.C.: CCSDS, October 2002.
[9] Overview of Space Link Protocols. Report Concerning Space Data System Standards, CCSDS 130.0-G-1.  Green Book.  Issue 1.  Washington, D.C.: CCSDS, June 2001.
[10] Advanced Orbiting Systems, Networks and Data Links: Architectural Specification. Recommendation for Space Data System Standards, CCSDS 701.0-B-3.  Blue Book.  Issue 3.  Washington, D.C.: CCSDS, June 2001.
[11] Packet Telemetry. Recommendation for Space Data System Standards, CCSDS 102.0-B-5.  Blue Book.  Issue 5.  Washington, D.C.: CCSDS, November 2000.
[12] Telecommand, Part 3 Data Management Service: Architectural Specification. Recommendation for Space Data System Standards, CCSDS 203.0-B-2.  Blue Book.  Issue 2.  Washington, D.C.: CCSDS, June 2001.
2 WHAT IS the SPACE PACKET PROTOCOL? - From USERS' Perspective
2.1 Basic Concepts

2.1.1 Logical Data Path (LDP)

The Space Packet Protocol (reference [1]) was developed to transfer space application data from one user application (called the source user application) to one or more user application(s) (called the destination user application(s)).  User applications are typically processes used for (1) controlling onboard instruments and subsystems and (2) generating and processing mission (observation or experiment) data. 

The logical link that connects the source and destination user applications is a conceptual  entity called a Logical Data Path (LDP).  Figure 2-1 shows a source user application, a destination user application, and a LDP between the two user applications.

In most cases, one of the user applications connected with an LDP is located on a spacecraft and the other user applications are on the ground.  However, there may be cases in which all of the user applications connected with an LDP are on a single spacecraft or on multiple spacecraft flying in formation. 

LDPs are formed by entities of the Space Packet Protocol and subnetworks that connect the entities of the Space Packet Protocol (see Figure 2-2).  Each data unit provided by the source user application is transferred by the Space Packet Protocol through the underlying subnetworks packed in a standard data unit called the Space Packet.

Each LDP is identified with a Path ID, which consists of an Application Process Identifier (APID) and an optional APID Qualifier, which is usually a Spacecraft Identifier (SCID).  
The SCID is defined in the Recommendations on the Space Data Link Protocols (references [3]-[6]).  Further, another parameter called the Packet Type is used to indicate the direction
 of each LDP (i.e., whether telemetry or telecommand).
When used with the Subnetwork Protocol defined in [3], the Space Packet Protocol can provide a unidirectional data transfer service from a single source user application in space to one or more destination user applications on the ground.

When used with the Subnetwork Protocol defined [4], the Space Packet Protocol can provide a unidirectional data transfer service to a single destination user application in space from one or more source user applications on the ground.

The handling of end to end flow of Space Packets from one spacecraft, through intermediate nodes, to one or more destinations is all managed by private arrangements among the implementing organizations.  The only unique end-to-end identifier that is defined by the SPP is the APID, thus agreements must be made for each intermediate node on how the APID is to be routed, prioritized, and managed.  The routing of data through the subnetworks is configured and managed as a local matter within the elements that implement the subnets.  This may involve on-board storage of Space Packets and forwarding when the next hop links are available.  Configuration and management of all of this is a local matter.
2.1.2 Space Packet Protocol and Subnetworks

The actual configuration of LDPs varies depending on the configuration of the entire system, but they typically consist of onboard subnetworks, onboard data handling systems, space-to-ground RF links (hereafter called space links for short), ground data handling systems and ground subnetworks.  The methods for transferring Space Packets through the underlying subnetworks is determined for each subnetwork based on the characteristics of the subnetwork because the characteristics of the subnetworks involved in space systems varies significantly from subnetwork to subnetwork.  

For transferring Space Packets over space links, the Space Data Link Protocols developed by CCSDS (references [3]-[6]) are used together with appropriate physical protocols.  Only two layers are used to transfer Space Packets over space links and this helps save the bandwidth of space links.  In ground and onboard subnetworks, a set of appropriate communications protocols is selected for each subnetwork.  Both space-oriented protocols and commercially available protocols are used in onboard and ground subnetworks.  In ground subnetworks,  application services like the CCSDS Space Link Extension Services (reference [7]) are usually used on top of Internet protocols.  How LDPs are physically configured will be explained in detail in Section 3.  

Since spacecraft are not constantly in contact with the ground, source user applications are seldom continuously connected with destination user applications through an LDP.  When portions of LDPs (usually space links) are disconnected or do not have a sufficient bandwidth, the intermediate nodes implementing the LDPs provide capabilities for temporarily storing Space Packets.  These storage capabilities are usually provided at nodes where relaying of Space Packet Protocol is performed (see 3.2). 

The specification of the Space Packet Protocol is independent of the data transfer methods of the underlying subnetworks and actual transfer capabilities are provided by the subnetworks.  The Space Packet Protocol is therefore a "thin" protocol which only provides end-to-end path identification and actual data transfer is performed by each intermediate node over successive subnetworks, using methods and technologies suitable for the subnetwork and the implementing nodes.  Therefore, if new data transfer technologies become available in a subnetwork, they can be introduced in the subnetwork without affecting the Space Packet Protocol.

The services provided for user applications by the Space Packet Protocol are independent of the data transfer and storage methods used in LDPs.  Although the operational characteristics of the underlying physical elements may impose constrains on the latency and reliability of delivery of the Space Packet Protocol data units, the methods used inside LDPs are invisible to user applications.  

2.2 Benefits of the Space Packet Protocol

The following are benefits given by the Space Packet Protocol to the users.

2.2.1 Independence

Before the Space Packet Protocol was invented, many activities on spacecraft had to be synchronized with the process of generating telemetry frames, and coordination of telemetry generation rate and timing among the instruments onboard the same spacecraft was necessary.  However, the Space Packet Protocol hides such physical mechanisms from user applications because it is independent of the data transfer methods of the underlying subnetworks as explained in 2.1.2.  By using the Space Packet Protocol, developers of instruments can design onboard applications almost independently of the underlying data transfer mechanisms and of the activities of the other instruments on the same spacecraft.  Therefore, instrument developers have more freedom in designing instruments.

Independence from the data transfer methods of the underlying subnetworks also enables sharing or reusing of user applications among different projects that may not use the same technologies in the subnetworks.  Further, the Space Packet Protocol can be used as a basis for developing standard applications that do not depend on specific projects, but this will require coordination and management of LDP identifiers across all of the projects that participate in the end-to-end flow of data.  Therefore, within a single agency adoption of consistent uses of the Space Packet Protocol can greatly contribute to the reduction of development cost of space missions.  

2.2.2 Flexibility


The Space Packet Protocol allows data from different applications or instruments to be labeled with a unique APID.  This APID may be used in the end and intermediate nodes to associate these data with priority handling of data and transfer rates. There are, of course, constraints on the transfer rate and timing imposed by the capabilities of the underlying subnetworks, but, within the resource allocation determined by the project management, user applications can send any kind of application data (commands, operation plans, housekeeping telemetry, science data, memory uploads/downloads, etc.) at the rate and timing that has been implemented by the supporting systems.

On each LDP, the user can decide what data to send at what rate and timing, within the allocated resources.  
On one LDP, for example, a user application that sends images taken by an onboard instrument can send images whenever it desires, modulo available bandwidths and policies on data priority.  The volume of each image does not need to be the same and the user application can use any data compression scheme.  On a different LDP, another user application that monitors the status of the instrument can send status data periodically.  A third user application that controls the instrument can receive commands through a third LDP.  All of these cases of data transfer can be realized with the Space Packet Protocol and the users do not have to devise special data transfer schemes that suit their user applications. 
Note that the systems in space, and those that act as intermediate nodes (relays) for sub-nets, must implement appropriate methods for transferring, storing, managing, routing, and prioritizing these flows.  There are no specifications for how to do this within the SPP nor elsewhere within CCSDS, all of this is managed as a local matter within the implementations of the end and intermediate nodes.
2.2.3 Manageability

Each LDP is identified with a Path ID, which is assigned by the project management.  The Path ID is a combination of an APID and an optional APID Qualifier.  The APID only has menaing within the domain of the mission that defines it.  There is no global meaning assigned to APIDs across missions.  This must be carefully managed to avoid conflicts.  For simple configurations the use of APIDs may be assigned and managed across multiple missions.  For more complex scenarios the APID Qualifier must be used and managed across multiple missions.  In some instances a mission that is acting as an intermediate node may choose to “wrap” packets from another mission in a packet of its own with a “transfer data” APID and then unwrap it on the ground before sending it on to the end node.  This is all managed by local arrangements and no specific protocol nor guidance is provided for doing this.

Each Space Packet is identified with a Packet Sequence Count or a Packet Name, which is assigned by the user of the Space Packet Protocol.  The values of these identifiers do not change while Space Packets traverse the entire network.  Although the Space Packet Protocol does not provide any means to guarantee the completeness of the transferred data (see 2.3.2),
 many users use these identifiers to assess completeness of their application data.  For example, whether data units sent from the source of an LDP have arrived at the destination(s) can be determined by examining these two identifiers.  (If the Packet Sequence Count is not sufficient for identifying individual Space Packets, a time code in the packet secondary header field may be used together with the Packet Sequence Count.)

Whatever kind of data is transferred, completeness of transferred data units can be assessed with these identifiers.  The Space Packet Protocol does not have a capability of managing data units, but a simple data management scheme applicable to any instrument and any data type can be devised from the Space Packet Protocol.  End-to-end management of data is a key issue for space data systems because important data may be transferred over not-so-reliable communications links and because data may be stored at intermediate nodes and/or transferred through multiple routes.  

2.3 Features of the Space Packet Protocol

The following are features of the Space Packet Protocol as a communications protocol.

2.3.1 Pre-configured

LDPs must be configured by management and mission or multi-mission agreement before actual transfer occurs.  That is, the set of cooperating projects must establish by some local means which user source applications send data to which user destination applications through what subnetworks and they must prepare the necessary resources and routing information in any intermediate nodes to support data transfer before data transfer begins.  The Space Packet Protocol does not have in-line mechanisms to configure LDPs and LDPs must be configured by some locally agreed, out of band, management activities.  There is no standard for doing this, it is al a local matter for implementation and agreement.
In relatively simple end-to-end routing configurations this is not a big disadvantage because the configuration of data flows to and from spacecraft do not frequently change during the mission lifetime.  However, it must be pre-arranged and managed, possibly across more than one project, if intermediate relay nodes are to be used.  Projects must take care to coordinate use of APIDs to avoid collisions; APID Qualifiers must be managed and used to eliminate this potential problem.  However, the overhead incurred by the Space Packet Protocol is very small because it only supports pre-configured data flows.  Pre-configuration of LDPs can also help save the bandwidth of space links if routes remain relatively stable.

The capabilities of the Space Packet Protocol do not provide any means to dynamically configure LDPs, but it is possible, to some extent, to change the physical configuration of LDPs by management activities.  For example, a spacecraft may be controlled by a system in the main control room during the launch and early orbit phases, but it may be controlled by another system in a dedicated control room during the science phase.  In this case, the physical configuration of the LDPs for this spacecraft may be changed by management activities external to the Space Packet Protocol when the science phase starts.  However, the user applications are not affected by this configuration change because the physical configuration of the nodes that provide the LDP service is not visible to them. 

2.3.2 Unconfirmed and incomplete

The Space Packet Protocol does not provide to the source user application a confirmation whether data units it has sent have actually arrived at the destination user application(s), nor does it perform retransmission to recover lost data units.  Therefore, the destination may not receive all data units sent by the source, and the source will not know whether the destination has received all data units it sent.  Further, the Space Packet Protocol may not deliver data units to the destination in the order that the source sent them. (However, sequence numbers are used to identify the order of packets and, at the discretion of the user, an optional field containing an error detection code may be included in the application data in order to verify that the overall integrity of the Space Packet has been preserved during the transport process.)  

When there is a need to provide a confirmation to the source, to perform retransmission of lost data, or to preserve the sequence of transferred data, the user applications must perform these functions using some local method that is outside the Space Packet Protocol. It is a common practice for the destination user application to send back some sort of confirmation to the source user application when it has received important data (like commands), possibly using a locally defined Space Packet as a signal sent in the opposite direction on another LDP.  CCSDS does not have a standard for sending back confirmation or performing retransmission with the Space Packet Protocol, but it has developed a file transfer protocol known as the CCSDS File Delivery Protocol or CFDP (reference [8]) that can be used to perform reliable transfer of files or streams of data.  CFDP has defined standard data transfer and acknowledgement signaling structures on top of the Space Packet Protocol 
Whether to send back confirmation or perform retransmission depends on many factors associated with the spacecraft design policies, spacecraft operations policies, capabilities of the underlying subnets, and communications link performance.  If simplicity is more important than performance for the mission, users may choose to perform retransmission of lost data with an action of an operator or rely on a retransmission capability provided by the underlying Data Link Layer.  They may also choose to send the same data multiple times to achieve reliability if they can sacrifice efficiency.  If reliability of data is the most important requirement for the mission, a higher layer protocol like CFDP should be used on top of the Space Packet Protocol.  

2.3.3 Unidirectional (one-way)

Each LDP only provides one-way transfer from a source user application to one or more destination user applications.  User applications onboard spacecraft usually receive commands from other user applications, and they often send telemetry back to the original user applications that send commands.  In all cases, the LDPs for sending telemetry unidirectional and are separate from the LDPs for sending commands.

The Space Packet Protocol does not provide two way communications between peer user applications over a single LDP, but this is not a big disadvantage because data flows of commands and telemetry of space missions are not always symmetric (usually the number of user applications that receive telemetry from a spacecraft is much more larger than that of user applications that send commands to the same spacecraft) and it is easier to manage one-way LDPs than to manage two-way LDPs.

2.4 Typical Example

An example illustrating how the Space Packet Protocol is used to operate an onboard instrument is shown in this section.

2.4.1 configuration of User Applications

Let us suppose that an instrument on a spacecraft takes images and send them to an image analysis system which is located on the ground.  The instrument takes images according to commands received from a control system on the ground (LDP 1) and sends its status back to the control system (LDP 2).

The instrument has two user applications: one for monitoring and controlling itself and one for pre-processing (e.g. compression, etc.) taken images.  The image pre-processing process communicates with an image analysis process in the analysis system, and the monitor and control process with an instrument operations process in the control system.

The configuration of the user applications of this system is shown in Figure 2-3.  In this figure, there are three physical entities, which are shown as boxes: the instrument, the control system and the analysis system.  The instrument is on the spacecraft while the control and analysis systems are at a space operations center on the ground.  The four user applications in this system are shown as ovals.  

There are other elements that are involved in this mission but for simplicity they are not shown in this figure.  For example, there are other instruments and subsystems on the spacecraft and other supporting facilities (like a tracking network) on the ground.  Figure 2-3 only shows elements that directly perform the operations of this instruments.  As explained in 2.2.1, the user applications for this instrument can be designed almost independently of the other elements involved in the mission.  The elements that support the communications between user applications shown in the figure will be explained in Section 3.  

2.4.2 Communications Between User Applications 

The image pre-processing process of the instrument sends pre-processed images to the image analysis process on the ground through LDP 3.  Images are transferred by the Space Packet Protocol packed in Space Packets.  However, since the size of taken images is usually larger than the maximum size of the Space Packet, an image must be transferred in a group of Space Packets.  The source user application (the image pre-processing process in this case) must break images into smaller segments and make sure that each segment fits into a Space Packet.  There is a limit on the transmission rate imposed by the underlying transfer mechanisms but, within the limit, the onboard pre-processing process can send images of whatever size at the timing it desires to send.  Therefore, the pre-processing process can  optionally compress images with any suitable method and send them whenever they have images to send.

The instrument operations process on the ground sends commands to control the instrument to the monitor and control process of the instrument through LDP 1.  When the instrument is controlled in real-time from the ground, each individual command is transferred in a Space Packet.  In cases when the instrument performs observations autonomously according to the observation plans generated on the ground, each observation plan may transferred in one or more Space Packets.

The monitor and control process of the instrument periodically sends status of the instrument to the instrument operations process on the ground through LDP 2.  A set of status data taken at a time may be transferred in a Space Packet.  

The instrument usually generates images and status data regardless of whether the spacecraft is in contact with the ground or not.  While the spacecraft is not in contact with the ground, images and status data are temporarily stored in a recorder on the spacecraft.  Stored data are transferred to the ground when the spacecraft is in contact with the ground.  These "store and forward" operations are performed as management actions within the LDP and the instrument need not be aware of whether data are being transferred to the ground in real-time or stored in the onboard recorder.

The user applications for this instrument are designed with these assumptions on how to use the LDPs but the instrument designer does not have to be concerned about how Space Packets are physically transferred through the underlying subnetworks or where and how they are temporarily stored.  The mechanisms of data transfer and storage will be explained in detail in Section 3.  However, instruments are usually assigned, by management, one or more APIDs for science and housekeeping data, and these are managed on the spacecraft, preserved through any data storage and transfer processes, and also used to manage transfers through any intermediate nodes to the destination node.
If the underlying subnetworks do not provide enough reliability, the user applications may implement reliable transfer mechanisms using these three or other LDPs. For example, the instrument may return to the control system through LDP 2 an acknowledgment of receipt of each command it has received through LDP 1 so that the control system can resend lost commands.

3 HOW is the Space Packet Protocol Deployed? - From DEVELOPPERS' Perspective
3.1 Source and Destination Nodes

Let us call physical elements that constitute a system (e.g., computers, instruments, etc.) Nodes.  Physical elements that generate and consume Space Packets will be called Source Nodes and Destination Nodes, respectively.  The instrument, the control system and the analysis system shown in Figure 2-3 are all Source or Destination Nodes.

There are basically two ways to implement the Space Packet Protocol at Source and Destination Nodes.

The first way is to use a software library or a hardware device to process the Space Packet Protocol that has been developed separately from the user applications (see Figure 3-1 (a)).
  In this case, source user applications give application data units to the library or device, which generates Space Packets and send them through the underlying subnetwork (e.g., an onboard bus if the Node is on a spacecraft or a LAN or WAN if the Node is on the ground) to the next Node that handles the Space Packet Protocol.
The second way is to implement the Space Packet Protocol within the user applications (see Figure 3-1 (b)).  In this case, source user applications pack application data to be transferred into Space Packets and send them through the underlying subnetwork to the next Node that handles the Space Packet Protocol.
The advantage of the first way is that the Space Packet Protocol does not have to be implemented for each user application separately and therefore the development cost can be saved.  The advantage of the second method is that the optional fields in the header of the Space Packet can be used by user applications for identifying and managing application data units and therefore the user applications do not have to define their own private data structures for identifying and managing application data units.

3.2 Intermediate Nodes

If two or more subnetworks are used to implement a LDP, intermediate Nodes must be used to connect the subnetworks and relay Space Packets originated at the source Nodes toward the destination Nodes.

For example, onboard instruments and subsystems are usually connected to one or more onboard subnetworks but, in order for them to communicate with the ground, there must be a Node (a physical element) that performs gateway functions between the onboard subnetwork(s) and the space link.  This Node, which will be called an Onboard Gateway, relays Space Packets from the onboard subnetwork to the space link and vice versa.  It may also temporarily buffer or store Space Packets destined for the ground when the space link is not available or the amount of the Space Packets to be relayed exceeds the capacity of the space link.  Stored Space Packets are transferred to the ground when the link becomes available or does not have much traffic.  Similarly, a Ground Gateway is needed to connect the space link with the ground subnetwork, which may also temporarily store Spa
ce Packets for later delivery.  The conceptual configuration of such intermediate Nodes is shown in Figure 3-2.

Any given LDPs can have multiple destination user applications.  In such cases, intermediate Nodes must generate multiple copies of the same Space Packets and send them to multiple destinations over different LDPs.  
NOTE:  The assignment of LDPs, the management of the mapping of LDPs to specific subnets , and the methods for routing Space Packets end to end must all be managed by private means that are not specified in the Space Packet Protocol.
3.3 End-to-end Configuration

A typical end-to-end configuration with an Onboard Gateway and a Ground Gateway is shown in Figure 3-3, which is an engineered version of Figure 2-2.  In reality, some additional Nodes are usually used on the ground (see 3.4), but the system configuration principles do not change regardless of the number of Nodes used in the system.   However, management of end to end paths becomes much more complicated if there are intermediate nodes owned by other organizations or shared by more than one spacecraft.
In the system shown in Figure 3-3, the Onboard and Ground Gateways provide gateway capabilities for all of the LDPs used for this spacecraft and thus can be considered to be a virtual part of the project infrastructure.  (Note that this figure should show the Space link as a”ziggly line”)
It is usually the case that software libraries that implement the Space Packet Protocol are distributed by the project to users so that they can be used as part of the Onboard and Ground End Nodes.  If the Space Packet Protocol and the underlying subnetworks are all implemented by the project as an infrastructure and only the user applications are developed by the users, the infrastructure portion of the system can be seen as a virtual network that supports various LDPs used by the project (see figure 3-4).  In this case the users need only be concerned with the services provided by the Space Packet Protocol, and the technologies used within the nodes that implement Space Packet Protocol and the underlying subnetworks are invisible to the users.  

3.4 An Example of Ground Configuration

Figure 3-5 is another example of ground configuration to implement an LDP in which three Nodes are used on the ground: a Ground Station, a Control Center and a Ground End Node.  In this example, the Ground Station relays Transfer Frames (protocol data units of Space Data Link Protocols specified in references [3], [4] and [5]) received from the spacecraft to the Control Center using an SLE Transfer Frame Service (reference [7]).  At the Control Center, Space Packets are extracted from the Transfer Frames and delivered to the Ground End Node using another SLE Service to transfer Space Packets.  To support the operations of the SLE Services, the Internet protocol suite (i.e., TCP/IP) is used.


4 Frequently Asked Questions on the Space PAcket Protocol

4.1 To What Layer Does the Space Packet Protocol Belong?

The Space Packet  Protocol is introduced as a Network Layer protocol in the CCSDS Report of “Overview of Space Link Protocols” (reference [9]), because it is most often used directly on top of a Data Link Layer protocol over a space link and it provides a very simple mechanism for tagging Space Packets so they may be routed through the entire network.  Do note that the Space Packet Protocol does not define any of the means for performing or managing this end-to-end routing, that must all be designed, coordinated, and managed via private or pre-agreed means among all of the nodes in the end-to-end path. 
However, since Space Packet Protocol data units are often produced directly by instruments or other space applications, most users and systems treat it as an Application Layer protocol. 

The Space Packet is often used as the standard data unit for identifying and managing application data throughout the entire end-to-end system.  Individual instruments or applications are assigned one or more Application IDs (APID). Multiple applications that reside in a single host are usually individually identified by one or more APID.  
In addition the LDPs are identified end-to-end by the APID and optionally by an APID Qualifier, which is associated with the master channel used to do the space sub-net transfers.  We might better describe “packet wrapping” here since it is probably a more reliable means of providing end to end routing across nodes that are in different administrative domains.
End-to-end management of data is a key issue in space data systems because important data may be transferred over not-so-reliable communications links and because data may be stored in temporary storage devices and/or transferred through multiple nodes.  Since the networks used for space projects consist of various kinds of subnetworks (onboard buses, space-to-ground RF links, the Internet, etc.), the data unit used for end-to-end management must not depend on any technology used in the subnetworks.  The Space Packet is frequently used as the standard data unit for end-to-end encapsulation by space projects because it is neutral to data transfer technologies and efficiently preserves the information necessary for identifying data (e.g., the Path ID and the Packet Sequence Count) across different subnetworks.  It is also used as the standard data unit for store and forward delivery because it is neutral to file systems or directory structures.
The Space Packet Protocol provides data identification that supports routing through the entire end-to-end path, which consists of different subnetworks. However, some of the subnetworks, such as the Internet, may have their own routing capability designed to do routing within those subnetworks.  In such cases, the Space Packet Protocol is used to tag and route Space Packets across subnetworks, while a local Network Layer protocol is used to route Space Packets within individual subnetworks.  Therefore, routing can be performed in a hierarchical way and the Space Packet Protocol performs data tagging for routing at the Application Layer.  Further, the tag fields (i.e., Path IDs) used by the Space Packet Protocol identify applications, rather than hosts, which are usually identified by addresses of the local Network Layer protocol used in the subnetwork that the hosts belong to.  

By using the Space Packet Protocol as an Application Layer protocol, different network technologies, each suited to a different environment encountered in the system, can coexist in the entire system under the Space Packet Protocol, and applications can be built on top of the Space Packet Protocol independently of the underlying network technologies.  On the space link, however, Space Packets are directly and efficiently transferred by the Space Data Link Protocols (references [3], [4]  [5], and [6]) without any intermediate layers, and therefore high bit-efficiency is achieved.

4.2 Can The Space Packet Protocol Co-exist with Internet Technologies?

As discussed in 4.1, Internet technologies can be used as subnetwork technologies in domains where they can operate correctly, while the Space Packet Protocol can be used as an end-to-end data transfer structure.  This is particularly important for missions that use noisy links or links with a long delay or discontinuous link connectivity (e.g., deep space missions), where the design of the Internet protocols makes them unsuitable. 
Telemetry and Telecommand are activities in the Application Layer and they need a protocol and a data structure in the Application Layer.  The Space Packet Protocol provides an end-to-end data transfer capability in the Application Layer and Internet technologies can be used to support the operations of the Space Packet Protocol in the Transport and Network Layers within terrestrial or other local subnetworks where the Internet protocols provide good performance.  

LDPs formed by the Space Packet Protocol represent logical paths between applications and are implemented with technologies provided by the intermediate relay nodes and the subnetworks.  The Internet Protocol (IP) can be used for routing among Space Packet Protocol entities through a subnetwork (for a discussion on Space Packet Protocol entities and subnetworks, see Section 3).  In such a case, the Path ID that identifies an LDP is mapped within the Space Packet Protocol entities in an intermediate node to the IP addresses (and the host names) of the computers that host other Space Packet Protocol entities.  If different sets of computers are to be used for the same LDP during different mission phases, just the mapping from the Path ID to the IP addresses needs to be changed by some private management means within the Space Packet Protocol entities, but the user applications are not affected at all by these changes.  

Combining space-oriented technologies like the Space Packet Protocol with commercially available technologies like Internet technologies is an efficient and flexible way of building space data systems and this has been proven by many existing systems.

4.3 Is the Space Packet Protocol Different from Packet Telemetry as defined in TC & TM specifications?

The specification of the Space Packet Protocol was developed from the Path Protocol defined in the CCSDS AOS Recommendation (reference [10]).  However, since the same Packet structure was used in the Packet Telemetry Recommendation (reference [11]) and the Telecommand Recommendation, Part 3 (reference [12]) as well, the Space Packet Protocol was defined to unify all the protocols that use the Packet concept.  

The Packet Telemetry and Telecommand Recommendations defined the Packet as a data structure to send telemetry and commands, respectively, but the Space Packet Protocol defines the Packet as a protocol data unit that traverses a network, as the AOS Recommendation did.  This way of looking at the Packet is actually closer to the way in which the Packet is used in real missions.  Therefore, the projects that use the Packet Telemetry and Telecommand Recommendations are compliant with the Space Packet Protocol, with a few exceptions explained in the next paragraph.

The AOS, Packet Telemetry and Telecommand Recommendations used the same Packet structure, but there were a few differences in terminology among the Packet specifications of these Recommendations.  In order to define a single protocol from these Recommendations, there are a few differences in technical contents and terminology between the Space Packet Protocol and the old Recommendations.  These differences are listed in Annex C of reference [1].

4.4 Does the APID identify an Application Process or a Logical Data Path?2
As defined in 4.1.2.3.4.2 of the Recommendation [1], the APID (Application Process Identifier) provides the naming mechanism for the Logical Data Path (LDP), and an LDP is identified with the concatenation of an APID and an optional APID Qualifier, which is usually a Spacecraft Identifier (SCID)
 (for discussion on LDP, see 2.1.1 of this Report).  There is a real problem here in that SCID belongs only to the lower layer space link, it is not in the SPP.  Ditto the MCID does not persist beyond the link and the APID is unique only within the administrative domain where it is defined.  For multi-domain routing there is no clear way to tag and manage the flow of APID “paths” through multiple sub-nets.
However, as the name implies, the APID used to be used to identify the application process at the onboard end of an LDP.  When CCSDS developed the definition of a service for transferring Space Packets end-to-end (i.e., between onboard users and ground users), it decided to use the APID (plus an optional APID Qualifier) to identify an LDP, which is a logical path that connects an onboard application process with ground application processes, because the application processes at the ground ends of the LDP can also be identified with the same APID.  The definition has changed but an APID still identifies an onboard application process together with the set of ground application processes that communicates with the onboard application process through the LDP.

The APID is further modified by the Packet Type (4.1.2.3.2 of the Recommendation [1]), which is used to distinguish Packets used for telemetry (or reporting) from Packets used for telecommand (or requesting).  This means that the same APID can be used for sending telecommand to an onboard application (over one LDP) and sending telemetry from the same onboard application (over another LDP in the other direction).  These two LDPs are distinguished by the Packet Type.
4.5 How Can Space Packets Be Transmitted Reliably?

As explained in 2.3.2, the Space Packet Protocol does not perform retransmission to recover lost Space Packets.  

When there is a need to perform reliable transfer with the Space Packet Protocol, an upper layer protocol that performs reliable transfer, such as CFDP (reference [8]), must be used on top of the Space Packet Protocol, or the user applications must perform retransmission themselves.

Although it does not provide reliability in and of itself, users can rely to a great extent on the typical transfer services provided by the subnetworks, in case implementing one more reliability protocol in the spacecraft is not feasible.  For example, the TC Space Data Link Protocol (reference [4]) and the Proximity-1 Space link Protocol (reference  [6]) provide a reliable data transfer service over a space link and retransmission of lost data may be automatically performed by these protocols.  The probability of losing data can be reduced by using a reliable service in each of the subnetworks that support the LDPs.  However, end-to-end reliability is not guaranteed by this method because data lost within Nodes (physical entities like computers) cannot be recovered.

4.6 Is the Space Packet Protocol Suitable for Real-time Operations?

The Space Packet Protocol itself does not provide any means for managing or supporting real time transfer of data nor for managing Quality of Service to handle high priority data.  However, it does provide a lightweight data structure and means to identify high priority data using either QoS flags or by assigning meaning to certain APIDs.  There is no way to guarantee a minimum delay in data transfer from source to destination, but there are ways to transfer real-time data as speedily as possible through LDPs.  

One way is to use high-priority services of the underlying subnetworks when Space Packets are transferred over subnetworks.  When Space Packets are transferred over space links, the CCSDS Space Data Link Protocols (references [3]-[6]) are typically used.  These Data Link Protocols divide the capacity of a space link into multiple Virtual Channels, each of which may be used for transferring a specific type of user data.  If some Virtual Channels are set up by agreement for transferring high-priority data, then Space Packets for real-time operations can be transferred over those Virtual Channels.  In some cases, the Space Packet Protocol entities themselves can prioritize Space Packets by controlling the order of sending out Space Packets over subnetworks, based on the quality of service flags and agreements associated with specific Path IDs.

Space Packets for real-time operations will be identified with managed Path IDs that are associated with priority processing.  Therefore, real-time operations must be performed over dedicated LDPs that are managed to provide the necessary priority handling of these data..

4.7 Isn't the Space Packet Protocol Too Complex for Small Spacecraft?

It is true that the Space Packet Protocol is somewhat more complex than traditional Time Division Multiplexing (TDM) telemetry schemes.  However, if data of variable lengths (such as compressed data) is to be transferred or data is to be transferred at irregular intervals, accommodating such data flows efficiently in traditional TDM telemetry is very difficult and requires a complex scheme because TDM telemetry can only handle fixed-rate data flows efficiently.  

Therefore, whatever the size of the spacecraft is, the Space Packet Protocol is a good way to handle a broad variety of processed data that is to be transferred over space links. 

4.8 Isn't the Space Packet Too Small for Sending Images and Memory Data?

It is true that the maximum size of the Space Packet (i.e., approximately 65K octets) is sometimes too small for images and memory uploads/downloads.  In such cases, an application data unit (an image or a chunk of memory data) that does not fit into a single Space Packet must be transferred with a group of Space Packets.  The source user application must segment the application data unit into smaller segments and make sure that each segment fits into a Space Packet.  

The Space Packet has fields called the Sequence Flags in its header to identify the first and last segments of a group, and reconstruction of the original application data unit at the destination is possible with these flags.  If the segment number of each segment needs to be transferred with the segment itself, the Packet Secondary Header can be used to send the segment number.  (For the specification of  the Sequence Flags and the Packet Secondary Header, see  reference [1]).

ANNEX A 

ACRONYMS

This annex lists the acronyms used in this Report.

AOS
Advanced Orbiting Systems

APID
Application Process Identifier

CCSDS
Consultative Committee for Space Data Systems
CFDP
CCSDS File Delivery Protocol 

ID
Identifier

IP
Internet Protocol

LDP
Logical Data Path 

SCID
Spacecraft Identifier

SLE
Space Link Extension

TC
Telecommand

TM
Telemetry

Figure 2-2: Conceptual Construction of an LDP
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Figure 2-3: Configuration of User Applications (An Example)
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Figure 2-1: User Applications and a Logical Data Path (LDP)
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Figure 3-1: Space Packet Protocol at Source/Destination Nodes





Space Link





Ground Subnetwork





Subnetwork B





Subnetwork A





Subnetwork Protocols





Subnetwork Protocols





Intermediate Node





Space Packet Protocol�(Packet Relay)





Figure 3-2: Space Packet Protocol at Intermediate Nodes
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Figure 3-3: End-to-end Configuration of Nodes for an LDP
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Figure 3-4: Virtual Network Provided by the Space Packet Protocol
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Figure 3-5: An Example of Ground Configuration 








�This not what the SPP doc says, it references MCID.  How to mux packets from different spacecraft within a single physical channel is left totally undefined, to be done by “management”.


�Is this “direction” as in to / from Earth or “type” as in request / response?


�The SPP really does not have anything to do with timing, rate, or performance.  It is just an encap format for packaging and labeling data.  It is not really a protocol, just a PDU, since there is no state machine or formal behavior specification.


�This sounds almost too good to be true, but it really is a property of the underlying system, noit of the SPP.  Probably does not need to be stated in quite this way.


�Not clear why guaranteed delivery is introduced here.  Does it have any relevance?  SPP does nothing relative to this, so it is something of a non-sequitur.


�SPP just provides tags that can be used to help with data management, it does nothing itself re data management,


�In all of the following figures all of the protocol entities should be shown as simple rectangles, not as ovals.


�This figure really should show a local data store, since storage functions are described as part of its capabilities.


�This is where things get hairy for routing, since the “APID Qualifier” is not a part of the SPP “protocol” and does not persist.  Lacking this APIDs must be globally assigned and managed if there is more than one set of entities operating in the same subnet or set of elements that define the end to end physical path.


�In CCSDS 133x0-r-1a the APID Qualifier is defined as being both optional and tied to the MCID.  Is it indeed the SCID in some other version of that spec?





