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RTT - Round Trip Time (at lightspeed)
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1 INTRODUCTION

1.1 PURPOSE OF THIS DOCUMENT

This document presents a high-level architecture and operations concept for communicating with and among elements in the Earth-Moon system (cislunar communications).  Communicating elements include terrestrial endpoints such as development and test facilities, launch facilities, and scientists; orbiting endpoints in orbit around the Earth or Moon, or in transit from one to the other; and landed elements on the surface of the Moon.

1.2 ORGANIZATION OF THIS DOCUMENT

TBD
1.3 DEFINITIONS

CCSDS AOS 

EML2
IMS
PDU
QoS
SEL2 

TBD
1.4 REFERENCES

TBD
1.5 BACKGROUND

In the 20th century, science and exploration spacecraft were built to communicate primarily with ground stations, with “commands’ flowing from ground control center to the spacecraft and “telemetry and data” flowing from the spacecraft to ground.  There were few cases where a science spacecraft would communicate directly with another spacecraft or with multiple control centers on the ground.  The majority of communication links were oriented toward moving either individual packets or large chunks of data between space and ground systems.  The ISS and Shuttle had additional requirements for voice and video streams.  

In all cases there was extensive planning, scheduling, and operational work that had to be done for each communication session.  These activities included things like scheduling antenna tracking time, tracking the antenna, tuning transmitters and receivers to proper frequencies, ensuring that network equipment was operational, and ensuring that data processing systems were ready.  This approach was successful and has supported many missions.  

However, in the 21st century, planning is underway for much more elaborate space missions that will involve orders of magnitude more systems and communication links.  Many missions envision multiple nodes that communicate not only between space and ground but also among systems in space.  With the increased numbers of systems there is also increased demand for more dynamic and less scheduled communication sessions.  These requirements led to a situation reminiscent of the early days of telephones and switchboards.  When the number of systems was sufficiently small, manual circuit switching with operators in the loop was possible.  As the number of users grew, the phone system had to switch to much more automated switching systems that were fully computer controlled and software switchable. The future Cislunar communication architecture requires a similar shift from traditional circuit switched space communication toward a more flexible network architecture for space communication.

This document presents an architecture for interoperable communications that can support the number of missions and types of missions that are likely on and around the moon in the coming decades.
1.6 SCOPE

The scope of this study encompasses an internetworking communications architecture in the Cislunar mission domain.  It does not prescribe communications architecture in general, such as relay satellite configurations, but it must make assumptions about the possible range of options for broader communications architecture configurations, so that the internetworking functions will serve the wide range of missions (manned, unmanned, etc.) over the wide range of communications topologies (with relays, without relays, etc.) that could be part of the mission environment in Cislunar space.  
A major boundary of the Cislunar mission domain is described in terms of communications delays.  The architecture presented here is designed to function in the presence of round trip times (RTTs) that might include communications paths of lunar missions, such as relay through geosynchronous satellites, lunar orbiting satellites, and satellites in the vicinity of the Earth-Moon Lagrangian point 2 (EML2).  These geometries result in delays of only 3 to 4
 seconds round trip time (RTT).  The “next” missions in deeper space seem to be missions at Sun-Earth Lagrangian point 2 (SEL2) with RTTs in the neighborhood of 10 seconds.  Beyond that, the next expected mission set comprising interplanetary missions with delays of up to 40 minutes.  For the purposes of this study, the assessment was that communications features (protocols, etc.) that function for lunar distances would likely function equally well for SEL2 missions with 10 seconds RTT, but possibly not for the interplanetary distances.  Thus the boundary of RTTs for this study are set at 10 seconds, to accommodate missions in Cislunar space or at SEL2 distances.  The rationale for the 10 second RTT boundary is simply to line up with the anticipated technology threshold between the “somewhat near Earth” mission set and the interplanetary mission set.     
Wherever possible, the concepts developed here should work equally well in any system with round-trip light times that are roughly equivalent to the Earth-moon system.  Thus the arguments presented here should hold for the immediate “local” vicinity of most planetary bodies in the Solar System, and in particular should hold for communications between Mars orbit and the planet's surface.
Figure 1 illustrates the boundary of Cislunar space in terms of communications delays for both the Earth and Mars planetary systems.  
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Figure 
1:  Scope of Cislunar space for this study, in terms of communications delays (Round Trip Times or RTTs)
It is also hoped that many of the capabilities and characteristics prescribed for Cislunar space will work for longer interplanetary missions, including translunar missions needs such as Earth-to-Mars communications.  
When there is a requirement that is different for an Earth-to-Mars mission, or an architectural feature that does not support Cismartian communications, this study will attempt to point that out with a parenthetical note.  
This document addresses end-to-end communications assuming an underlying infrastructure of data links.  That is, the architecture presented here addresses mainly OSI layer 3 and above and seeks to describe the basic communications infrastructure to support cislunar missions.  Higher-layer communications services such as publish-and-subscribe data models that can be constructed from the services described here are not considered.

1.7 Overview
This document assumes a mission architecture based on current technology (launch systems, crewed/robotic vehicles, communications relays, etc.).  It also assumes the limitations of those technologies, such as incomplete coverage, speed-of-light delays and occasional equipment failures.  This document presents a communications architecture to support reliable, robust, and possibly multi-hop communications among elements.  The architecture is designed to take advantage of link heterogeneity so that different data links can be used in different environments, so that, for example, a data link designed for long-delay deep-space links (e.g., CCSDS AOS) can be used between an Earth station and a lunar base, while a data link designed for low-delay wireless communication (e.g., 802.11) can be used for local communications.  By connecting these various data links with a common network layer protocol we can provide end-to-end communications across multiple hops, easy interoperability with existing ground networks, and efficient use of communications resources.  Figure 1 depicts the kinds of communications the architecture described here is designed to support.
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Figure 1: Nominal cislunar communications endpoints.

Figure 2 concentrates on the communications paths that are expected based on usage of current or anticipated systems.  Some important overall characteristics of these missions and this communications architecture are:

· Many communications routes will be multi-hop, across several stations and relays.  

· There are many endpoints (terrestrial, in-space, and lunar) and as components navigate cislunar space and the lunar surface, their location, and their connectivity may not always be predictable.  

· Even though contact may not be predictable, when an element is in range of a communications signal, the network must rapidly configure to support it.  

· The network is complex, and configuration of such a network either will be automated or will be expensive and operationally cumbersome or risky.  


[image: image5.emf] 
Figure 2: Cislunar Data Paths

Notes of explanation for Figure 2:  

1. Session data from other ground facilities / other networks may or may not be required to go through the MCC as a “gateway”.  This architecture must support both options.  

2. Earth orbiting tracking and data relay satellites can communicate at lunar distances at very low data rates (~5Kbps) by looking past the limb of the Earth and may be considered for backup support.

3. The primary communications path, as a vehicle makes transition from low Earth orbit to Lunar orbit, is assumed to transition from earth orbiting relay satellites to direct-from-Earth communications via ground-based antennas.  

4. For Lunar resources, the primary path is either direct-from-Earth communications via terrestrial-based antennas or via Lunar communications relay to end point.  

5. A permanent lunar station may or may not be a communications hub for local communications.  That is, communications with roving lunar units (rovers, astronauts) may be direct, via orbiting relays, or through a permanent base.  This architecture must support all of these options.  

6. For “other ground facilities” see detailed end points list, as described in following sections.  

7. Both earth orbiting comm relay satellites and lunar comm relay satellites in this illustration are represented as simple one-step hops, but in actuality, the network must support multiple satellite relays and/or constellations of satellite relays with multiple hops through the system before the destination.

8. Many of the communications paths in the figure may be disrupted.  That is, there may be times when a contemporaneous end-to-end path doesn’t exist between source and destination.

2 Lunar Mission Characteristics

In comparison with LEO missions, Cislunar missions have complications that come from Cislunar distances, mission design near lunar orbit, and lunar surface environments.  
2.1 Communications Delay and Connectivity

Communications distances for Cislunar missions will vary from Low Earth Orbital (LEO) distances to Lagrangian distances.  

Addressing the effect of time delays (versus disruptions such as Loss Of Signal (LOS) mission segments): 
· For LEO missions, the data rates and round trip times between the earth and spacecraft are such that most terrestrial network protocols can cope with the associated band-width-delay product.  

· At Lunar or SEL2 distances, the 2.5- to 10-second round trip times (RTTs) reduce the effectiveness of some terrestrial protocols.  For example, protocols like TCP that use short-cycle closed loop control will usually not function well if at all with node-to-node RTTs exceeding 5 seconds. 
Table 1 shows the round trip times for endpoints relevant to cislunar and Mars communications for various potential Cislunar mission segments.  The intention is to show the various options for Cislunar and other missions associated with Lagrangian points for which this architecture works, and mission segments beyond the Cislunar domain for this study.  
Table 1: Approximate Round Trip Times for Communications End Points Relevant to Cislunar and Mars Communications

	Round Trip Time (RTT)
	Endpoints


	<0.1 s
	Interaction between rovers, landers, etc. (e.g. local planetary surface environment)

	0.1 sec
	Earth surface to Low-Earth orbit  ( a few hundred kilometers one-way)

	0.1 sec
	Lunar surface to Low-Lunar orbit ( a few hundred kilometers one-way)

	0.1 sec
	Martian surface to Low-Mars orbit ( a few hundred kilometers one-way)

	0.5 sec
	Earth surface to LEO via geosync orbit  (72
,000 kilometers one-way)

	2.5 sec
	Earth to lunar surface direct (384,000 kilometers one-way)

	3.8 sec
	Earth to lunar surface via relay at the EML2 point (570,000 km one-way)

	10.0 sec
	Earth Surface to Missions at SEL2 point (1,500,000 kilometers one-way)

	Limit of cislunar communications domain

	6 min
	Earth to Mars 
(closest = 55.000.000 kilometers one-way, 6 minute, RTT)

	45 min
	Earth to Mars (farthest = 401,000,000 kilometers one-way, 45 minute RTT)




Addressing the effect of connectivity disruptions such as LOS phases: 

· For LEO missions, disruptions are easily predicted from experience with existing relay satellite configurations, vehicle structure blockages, and other factors that occur in current missions.  

· At lunar or SEL2 distances, but not in lunar orbit or lunar surface locations, disruptions are expected to be reduced (compared to LEO) because of the more continuous line-of-sight connectivity provided by earth-based communications stations.  

· For lunar orbit or lunar surface locations, communications disruptions will be more frequent and at this writing, the characteristics are difficult to project.  They will vary with the communications architecture that is ultimately provided in terms of relay satellites, ground station locations, design characteristics of vehicles that are not yet designed, and lunar topology at lunar landing sites that have not yet been selected.  This communications architecture must support the worst case of no relay satellites (long disruptions for lunar orbiters or far-side stations) and the best case of complete relay satellite coverage, in either slow-moving or fast-moving constellations.  As well as intermediate cases of partial relay satellite coverage.  

Cislunar missions will need to address these communications outages and disruptions.  Current non-Cislunar missions often store data until a communications session can be established to transmit the data, either to a relay spacecraft or down to Earth.  A Cislunar example of this is a lunar mapping satellite that must store images while on the far side of the moon and transmit them to Earth when in view.

Even with relays, periods where there is no end-to-end path between data source and destination will likely remain.  While crewed missions may be able to invest in infrastructure to support 24x7 communications, robotic missions to the far side of the moon might not be able to justify that level of infrastructure investment.  Local communications to and among elements on the surface of the moon may not be able to maintain 100% connectivity due to shadowing and multipath effects.
The final conclusion concerning delay and disruption characteristics for Cislunar communicatioms is that Cislunar mission communications architectures must be able to tolerate delays (up to 10 sec) and disruptions that cannot be known in advance.  
2.2 Services

2.3 Some of these statements of services may appear to be requirements statements, redundant to requirements covered later (in following sections).  But in this section they are intended to portray mission characteristics that represent pre-existing conditions that Cislunar missions must deal with.  Mission customer expectations of data transport, telepresence, security, etc. are external influences on mission design, and hence on communications architecture.  

2.3.1 Data Transport

The primary service that the cislunar architecture provides is a data transport service that allows two endpoints to communicate over a (possibly) multi-hop path between them with or without continuous connectivity.  For multi-hop paths, automated data routing is supported.  The degree of automation can range from manual establishment of connections over the data paths (as is common in traditional space science missions) to allowing the architecture to autonomously and dynamically determine the best data paths between endpoints.
2.3.2 Telepresence/Telescience Services

Ground-based scientists and other operations teams have always asked for short-latency real-time command and control from earth to their science payloads.  This has seldom if ever been realized to the degree that has been requested (“joystick control”).  However, to the degree that it has historically occurred in existing programs in low earth orbit, this architecture must not degrade that capability at the same earth-orbital distances.  At Cislunar (and Cismartian) distances, there will be significant degradation of such capabilities, and neither this architecture nor any realistic architecture with 21-century technology is anticipated to improve that situation.

2.3.3 Security Services

Future space missions will require more advanced security services than have traditionally been present on space science and even many crewed missions.  The architecture presented here is intended to provide at least authentication and privacy services on a per-data-flow basis.

2.3.4 Time Synchronization Services

Time protocols must allow periodic ability to synchronize clocks between flight and ground systems across link delays of many light-seconds.  (Goal for CisMartian – light-hours)

Time protocols must allow the accurate synchronization of clocks between globally distributed ground facilities 

Time synchronization services apply to spacecraft, surface habitats, rovers, spacesuits, etc.

2.3.5 Contingency operations

Portability of Operations – When a major control facility goes down, the system must provide services which accommodate transfer of control to a backup location.  This means that control functions that were securely restricted to one location can be quickly reprogrammed to be provided from a new location, whether a ground terminal or a hotel room or other non-standard site.   In the more general case, this scenario may apply to any facility, including less critical payload or user facilities.

Communications services must allow for contingency operations features, such as commanding in the blind (commanding over a simplex path), and commanding in emergency situations such as a tumbling spacecraft.

2.3.6 Services unique to the ground (terrestrial) environment:

· Remote distribution of command and control of science payloads to remote locations (university, home/office, garage inventors, etc.)  

· Dynamically specified quality of service will be used to ensure that safety-of-life or mission-critical data is not compromised.  QoS will provide preferential service (e.g., higher priority) for critical data.

· Dump of stored telemetry

· On-orbit services include memory dumps, and data recorded during LOS in general.

· Launch services require particularly high-performance dump of launch data for engineering analysis shortly after launch

· Other?  What’s the real set of low-level services that we think we have to provide.  Data storage, store-and forward?  File transfer is a service? Streaming services (e.g. VOIP)?

2.4 Data Types

While mission characteristics drive the data types that must flow through the communications architecture, it is not feasible to project new data types that will emerge as lunar exploration programs evolve.  The data types (see the list given below) will include, as a minimum, the data types that are typical of current advanced orbital systems (for example, the International Space Station).  However, we must also anticipate that some new data types will become requisite as 21st century humans move into cislunar space expecting to take their “baggage” of homeworld Internet tools with them.  In general, these new data types will be supported by the public communications architecture on earth, and that is an indicator that compatible protocols and architecture characteristics are needed in the cislunar environment.  

The architecture capabilities should not preclude the delivery of any data types to any location.  Even though today’s mission characteristics may not require a certain data type for a given mission, future cislunar missions may evolve to require it.  For example, one would initially expect that no voice data type is needed on unmanned vehicles.   Later, we may find that human voice control of robotic rovers is needed between lunar crew and the rover, and MCC operators need a downlink of the voice commands from the rover for troubleshooting.    

For data types on spacecraft, the following data types are considered to apply to all types of spacecraft systems (core systems, science payloads, manned and unmanned systems, etc.).  Also, most data types are expected to exist in realtime and playback forms.

A high-level listing of anticipated data types follows:  
1. Command

2. Telemetry

3. Internet Protocol session traffic

4. Digital voice

5. Digital Video (incl. HDTV)

6. Internet-based streaming media (audio, video)

7. Multi-party videoconference data

8. Onboard memory dumps

9. Program uploads

10. Mission planning and scheduling data

11. File Transfer of all types of computer files (binary, executable, database, etc.)

12. Trajectory and tracking data (state vectors, etc.)

13. Environmental data (space radiation, etc.)

14. Terrestrial weather data

15. Data Quality Messages (Communications link quality messages)

16. Data for remote control and monitoring of ground systems.  

17. Crew biomedical data

18. Crew family and private communications (email, text chat, videoconference)

19. Crew training data for long-duration missions

20. Crew entertainment data (CNN, MMORPGs, etc.)

21. Crew access to internet and WWW services

22. Robotic access to internet-based data

23. Search and rescue support data

2.5 Environment

This environment description explains the external forces that must be dealt with by the architecture.   


2.5.1 Network environment

· Terrestrial links between major control facilities will be primarily on interagency or intra-agency private networks. Other terrestrial links will make maximum usage of public networks, using secure encapsulation technologies to protect critical control functions or for sensitive data types. The architecture must not preclude and must make efficient use of common commercial services (ATM, etc.) and anticipated emerging commercial technologies (WiMax, etc.).

· Space–to-ground links will make maximum use of orbital relay satellites.  The architecture must efficiently enable communications across multiple hops between relay communications satellites (possibly flying in formation), accommodating anticipated dynamic changes in the topology of the connections between nodes, whether the nodes are on orbiting spacecraft or on planetary bodies.

2.5.2 Geopolitical environment.

· International operations will drive the need for control centers and other types of ground facilities in multiple countries to use the same tools. Components of the networking architecture are usually inherently end–to-end. Therefore those components must not use technologies which cannot be shared between international partners.

· The network architecture must enable the cross – support operation of control facilities in various countries, each using a different Mission Control System, (MCS) while sharing their tools and data between facilities.

2.5.3 Communications Systems 
Physical environment and topology

· Launch complex physical characteristics include short real-time high speed links between vehicle and control facilities.

· Physical topology of the network of integrated control facilities, payload centers, engineering support centers and office-environment end-users and scientists consists of wide area network links of varying speeds and reliability.

· Remote teams for special operations may be deployed to isolated locations with sparse communications. Such teams, performing functions such as water landing support or disaster recovery, will need access to realtime and historical operations data from control facilities.

· The connectivity between elements may change over time and the network layer routing will need to respond to those changes.

· There will also be times when there is no end-to-end connectivity between elements (e.g., reentry blackout, far-side-of-the-moon rover with no relay asset visible).

2.5.4 Computing environment

· For ground systems, services and protocols must function in widely available computing platforms and operating systems.  

· For onboard systems, services and protocols must function in currently available avionics platforms, and also those anticipated in the near future. 

2.5.5 Cost Constrained environment

· Cost constraints will require maximum usage of automation, and minimal manual intervention required for any function that can be automated.  Example:  Manual configuration of networks for multi-hop communications must be minimized in favor of automated configuration as much as technology permits.  This is particularly critical for multi-decade missions and campaigns where manually configured systems will have long-term cost implications.  
2.6 endPoints

The communications architecture is bounded by the end-points serviced by the communications systems.  For readability, this section includes only a high-level list compatible with Figure 2.  A more comprehensive list of end-points is presented in Appendix B, and they provide a deeper insight into the complexity of communications of Cislunar missions.

· Terrestrial users on the global networks – This includes remote science users in universities, commercial payload control facilities, displaced flight controllers performing contingency operations, and a very wide range of other user types scattered around the globe.  Some of these users are performing command and control, while others, like the general public, are monitoring only.  

· Mission Control Facilities – Mission Control Centers, Payload Operations Centers, and other centers that act as hubs for mission operations.  These facilities may or may not be the entry point for all data to and from spacecraft, depending on mission and program requirements.  

· Earth orbiting tracking and relay ground stations that communicate through earth-orbiting relay satellites.  

· Earth Comm Stations – Ground stations that communicate directly with spacecraft or other spaceborne facilities.  

· Earth ascent/descent vehicles – launch vehicles and their payloads during the transition phase from terrestrial to earth orbital.  

· Earth orbiting vehicles – vehicles in earth orbit, generally up to geosynchronous orbit.  

· Earth orbiting communications and tracking satellites – Data relay and tracking satellites that are communications “hops” for both earth orbiting vehicles and vehicles in transit to lunar trajectories.  These vehicles are end-points for some communications management data types.  

· Transit/Lagrangian vehicles – Vehicles between Earth geosynchronous orbit and lunar orbit. This includes earthbound and moonbound vehicles.  It includes vehicles at Lagrangian points, such as communications relay satellites, fuel depots or other components of lunar mission support.  

· Lunar communications and tracking relay satellites - Data relay and tracking satellites in lunar orbit that are communications “hops” for both lunar orbiting vehicles and vehicles in transit-to-earth trajectories.  These vehicles are end-points for some communications management data types.  

· Lunar orbiting vehicles

· Lunar ascent/descent vehicles

· Lunar surface end points – Including multiple end-points at a lunar outpost, Lunar crew on EVA, robotic lunar rovers, robotic lunar stations, deployed science payloads, deployed lunar surface comm relay stations, and other TBD elements.  

3 COMMUNICATIONS REQUIREMENTS

The following sections discuss future Cislunar communication requirements in a layered manner.  The discussion starts with a description of the high-level goals of interoperability, flexibility, and scalability of the network.  The next section discusses requirements of the “network” layer, OSI layer 3, which provides the key functionality in modern, packet-based, large-scale networks.  Following sections discuss the lower layer requirements to support the “network” layer and then requirements for upper layer protocols to provide a range of capabilities over the “network” layer.  Finally, after the network connectivity sections, the last section discusses security issues that must also be addressed as the network grows.

3.1  Flexibility, Scalability, and Interoperability

Supporting the wide range of future Cislunar communication scenarios requires a network environment that is capable of providing flexible and scalable communication among a wide variety of end systems, over many types of communication links.  Connectivity requirements for future networks will also need to support a mix of traffic types, including audio and video traffic along with larger volumes of data.

If one were to attempt to engineer custom interfaces between each pair of communicating elements, and then to manage multi-hop data flows through the resulting infrastructure, the complexity would grow at least as the square of the number of elements.  This would quickly become unmanageable after just a few elements.  The system also needs to be scalable with the total number of endpoints, not just the total number of data links.  If we are successful in exploring and exploiting the moon, future lunar bases might contain local area networks with tens or hundreds of computers, each running multiple applications.

The system must also accommodate the communication scenarios described in Section 2.1, particularly the delays and the possibility of disruption and disconnection of communications.

These Cislunar requirements are similar to the network connectivity that has evolved on the Internet.  The Internet is developing the protocols for carrying data, audio, and video traffic over a common packet based backbone.  At the same time, communication carriers are developing technologies and are deploying a converged environment where they carry all types of data (i.e., voice, video, data, and circuit emulation) over a packet switched backbone.  This allows the deployment and operation of a single backbone that is very flexible and scalable.  The current leader in converged networking is IP Multimedia Services (IMS), which is being deployed for voice support and has options to support video and data streams.

In summary, the basic network communication requirements for the Cislunar network layer are:

· Common packet and address formats for interoperability and scalability

· Options for gateways to pass traffic between legacy and future networks

· Mechanisms to verify that source and destination addresses are intact

· Ability to operate effectively over a range of link and end-to-end delays

· Ability to function in the presence of simplex links and data paths

· Capability to support voice, video, and data traffic

3.2 Space physical and data Link Requirements

3.2.1 Space Data Link Requirements

The primary role of space data links in the Cislunar network is to encapsulate network packets in standard data link frame formats and pass the resulting bits to a physical layer for transmission.  An error detection field can also be attached to the frame so the receiving system can detect any transmission errors and discard the frame.

When receiving data, the data link locates a frame’s start and end, and checks any attached error detection fields like a checksum or CRC.  Once the frame is received and checked, the network packet is extracted from the standard encapsulation format and passed to the network layer for processing.  

In summary, the basic physical and data link requirements for Cislunar networking are:

· Support network protocol encapsulation over a wide range of data links

· Provide standard encapsulation methods for each data link type

· Provide detection of errors on the link

· Support encapsulation of variable length network layer PDUs

· Support one-way and two-way links

· Support a wide range of propagation delays (milliseconds to 5-10 seconds)

· Resume/continue operation after link errors

3.2.2 Space Physical Link Requirements

Cislunar end systems are expected to use a wide range of physical layer communication technologies.  These will include RF systems that use standard space frequency bands (S, X, Ku, Ka, etc.) and they may also include new RF technologies such as IEEE 802.11 (WiFi), IEEE 802.16 (WiMax), or 3G cell phone technologies.  New systems may also use optical links and wired or fiber optic links in parts of the network.  Mission designers will determine physical link details based on their mission needs. 

The main issue is that systems on both ends of a physical link must be configured with the same information such as frequency and coding options, their transmitters and receivers must be turned on, and (for RF links) their antennas must be properly pointed.  While the upper layers of the Cislunar network are moving toward more transparent, automated operation, these physical link details will still require a high degree of scheduling and management especially for long distance links.  However, some local Cislunar links may move to more automated physical link establishment if they incorporate technologies such at WiFi, WiMax, or 3G cell phone.

3.3 Upper Layer Requirements

A Cislunar network that supports end-to-end addressing of packets across a variety of space and ground links provides the basic packet delivery network that can be used to support the wide range of end-systems and traffic types described in section 3.  Transport protocols and applications can then use the network backbone to provide complete data delivery support.  However, while all nodes need to use a common network layer to provide a large, scalable network, the transport and application layer protocols only need to be coordinated between any two end-systems.  

3.3.1 Space Transport Layer Requirements

The Cislunar transport layer will support both “unreliable” and “reliable” transport capabilities similar to UDP and TCP, respectively, on the Internet.  The terms “unreliable” and “reliable” refer to whether the protocol simply delivers packets using the basic network delivery services and whether it provides mechanisms for detecting missing data and retransmitting packets as necessary to provide guaranteed complete delivery from end-to-end.  Other functions may include capabilities for multiplexing multiple data streams, flow control, and a standard or de facto standard application programming interface. 

The “unreliable” transport protocols will just provide a standard application interface to send and receive packets over the network without any delivery guarantee and without any flow-control.  An “unreliable” transport protocol is a simple capability to implement but it provides an application interface that just delivers data to the network layer for forwarding to a destination address.  This provides a data communication capability very similar to traditional space communication using TDM and CCSDS frames.  It also means that the “unreliable” transport protocols will operate over one-way and two-way links and will work independently of any propagation delays.

The “unreliable” transport protocols should also provide support for multiplexing multiple data streams to one or more remote hosts and also provide an optional checksum or CRC for detecting data corruption.

The “reliable” transport protocols will include capabilities for detecting any missing data at the receiver and mechanisms for retransmitting packets to ensure complete delivery of all data sent.  These protocols may also include mechanisms for adjusting the rate of data flowing over the transport session and options for providing various levels of service quality.

Any “reliable” options that require feedback and interaction between the sender and receiver will only be supported when a link is available from receiver to sender.  This interaction also means that the protocol performance may be impacted by longer propagation delays that interfere with the protocol’s feedback loop.

In summary, the basic transport layer requirements for Cislunar networking are:

· Support both reliable and unreliable transport protocols

· Provide common programming interface for applications

· Support multiplexing of multiple data flows

· Provide flow control options 

· Provide options for QoS

3.3.2 Space Application Layer Requirements

The Cislunar network is expected to support a very wide range of applications just like any other network.  Space application requirements will be highly mission specific.  Some applications may only be used between a few end-systems, while there may be other applications that are widely deployed and used between many different end-systems.  

In future Cislunar scenarios, not all applications will be handling commands, telemetry or science data.  There will also be applications that support voice and video communication.  A common set of voice and video applications combined with the network backbone will enable flexible communication among many nodes.  

In summary, the basic application layer requirements for Cislunar networking are:

· Provide both reliable and unreliable data delivery applications 

· Support data, voice, and video serves (e.g., IMS)

· Provide flow control options at the application layer
· Provide store-and-forward support for long-delay and intermittent links

· Provide network time servers

3.4 Security

Cislunar missions will include a mix of robotic and crewed missions with varying security requirements.  Traditional space science and even some crewed missions have been able to rely on the sheer difficulty of physical communications to deter intruders.  Future missions will need to be more interoperable, communicating among space assets and with more elements on the ground.  Heterogeneous data types will require different security measures for different data types during the same mission.  For example, while science data may have limited security requirements, authentication of command and control traffic will be required by some agencies, and astronaut data will likely require privacy (encryption).  All of these services will have to work under the delay and connectivity requirement described above.  In addition, there must be security mechanisms that can function among/between various international partners.

The International Space Station program developed the capability of science users to exercise command and control of their payloads from remote locations at universities, commercial locations and other facilities far removed from centralized mission control centers.  This trend is expected to continue, as even greater capabilities of public infrastructure are realized.  Therefore, security measures must be capable of establishing end-to-end security across these commercial network implementations.

”SECURITY THREATS AGAINST SPACE MISSIONS” [REF_Security_Green_book] describes a number of security threats against space missions.

4 PROPOSED ARCHITECTURE

Even once one decides to adopt a networked communication architecture, questions still remain.  Should the network be circuit-switched, or packet-switched?  Is there a single network layer that functions end-to-end, or are several network layers stitched together?  If the latter, how is global naming and addressing accomplished?

4.1 Routed, Packet-Switched Communications

For highly constrained environments like space communications, packet-switched systems have the advantage that they can easily multiplex many different data sources across a link in the network.  With a circuit-switched system, bandwidth would have to be reserved for every data flow across the link, and presumably calls would be blocked once all the available bandwidth was used.  Signaling for call setup and teardown need to be accomplished, and there would need to be a mechanism to terminate established low priority calls in favor of later high priority ones.  Manually managing communications resources by managing data source rates and pre-allocating bandwidth to particular applications has worked well for past space missions.  The difference between those and future missions will be in the variability and unpredictability of the data volumes.  Crewed missions to the Moon and Mars will involve people who are less controllable than science instruments and who may want to dynamically re-allocate priorities among different tasks.

A packet-switched system moves all data over a common network infrastructure, sharing the available bandwidth between applications.  This allows for statistical multiplexing of data flows onto the links, where bandwidth that is unused by one application is available for use by another.  Figure 3 shows the advantage of this approach when the data sources are bursty, as is often the case when variable-rate compression is used.
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Figure 3: Advantage of Statistical Multiplexing

On Earth, the Internet suite of protocols (TCP/UDP/IP) forms the backbone of a large part of data networking.  The Internet Protocol (IP) has been tested in a myriad of environments ranging from very low-speed (100s of bits per second) links, through multi-gigabit-per-second links, and over one-way delays ranging from milliseconds to tens of seconds.

Figure 4 illustrates a portion of the cislunar architecture with end-to-end IP-based networking.  There are many network protocols to choose from.  Most of these have deficiencies including obsolescence, lack of availability of source code, lack of support, …  IPv4, IPv6, and SCPS-NP are the SIS-recommended network layer protocols for space internetworking.  This overview document does not recommend any one of these over the others except to note that with correct network planning, all three network-layer technologies can coexist and interoperate (possibly via gateways).

[image: image7.emf]
Figure 4: Just a small example of a End-to-End Cislunar Data Flow

4.2 IP-over-XXXXX

Talk about how to carry IP over various data link layers here.


[image: image8.emf]
Requirements for carrying IP datagram length to support robust header control.

4.3 Quality of Service

One of the issues in using a packet-switched network to support critical operations is that if the network becomes congested, packets can be dropped.  For certain classes of traffic, data loss could be catastrophic, leading to loss of life or spacecraft.

4.3.1 IP Differentiated Services

In diffserv, the first six bits of the TOS byte in IPv4 packets are available to hold a particular diffserv marking, called ad diffserv codepoint, or DSCP, while the last two bits are reserved.  In IPv6, the IPv6 traffic class octet is used to signal differentiated services.

In differentiated services, applications or routers mark the diffserv bytes of packets with a particular value, called a diffserv codepoint, to indicate the class of service that the packets require.  Routers use these classes to determine the treatment that packets traversing the routers receive.  The treatment can range from simple decisions about which packet to forward next when there is a queue to routing traffic with different DSCPs over completely different paths.

The most preferential treatment is given to packets of the expedited forwarding, or EF, class (diffserv codepoint 0x46).  EF packets are forwarded first and generally provide a low loss, low latency, low jitter service.  The diffserv architecture also defines four assured forwarding classes (AF1—AF4).  Packets in lower AF classes receiver preferential forwarding treatment with respect to packets in higher AF classes.  Thus a packet in AF1 will be forwarded before a packet in AF4.  Within each assured forwarding class there are three drop precedences.  Within each AF class, packets with the higher drop precedence are discarded first if a router has to drop packets.  The various AF class/drop precedence combinations are shown in Table 2.

Table 2: Assured Forwarding (AF) Codepoints

	
	Class 1
	Class 2
	Class 3
	Class 4

	Low Drop Precedence
	AF11 (0x10)
	AF21 (0x18)
	AF31 (0x26)
	AF41 (0x34)

	Medium Drop Precedence
	AF12 (0x12)
	AF22 (0x20)
	AF32 (0x28)
	AF42 (0x36)

	High Drop Precedence
	AF13 (0x14)
	AF23 (0x22)
	AF33 (0x30)
	AF43 (0x38)


4.3.2 RSVP

An alternate approach to providing quality of service in the Internet is called integrated services, or intserv.  The integrated services architecture [RFC1633] specifies two classes of service, a controlled load service and a guaranteed service.  In both services, applications make reservations with the network, specifying the general traffic load (average and peak bit rates) that the applications will generate.  If the reservations succeed, the controlled load service attempts to provide service that is comparable to what packets would see on an unloaded or lightly-loaded network, regardless of the actual congestion state.  This is usually achieved by reserving bandwidth for the flow, so that packets belonging to reservations rarely, if ever, see congestion.  RFC2212 specifies the Intserv guaranteed service, a service that attempts to provide guaranteed end-to-end delay and bandwidth to packets.

Unlike diffserv, where there are a fixed number of traffic classes and traffic from many different applications and endpoints can all belong to a given class, Intserv provides per flow reservations.  Flows are identified by the combination of (source IP address, destination IP address, transport protocol (TCP or UDP), and port #).  Information about reservation requirements (bandwidth) is passed from the application to the network, and then from router to router along the data path.

The prevalent signaling protocol for integrated services is the Resource reSerVation Protocol (RSVP), and RSVP is often used to mean integrated services.  Information about the application request for bandwidth (an RSVP PATH message) is passed hop-by-hop through the network all the way to the destination application.  The destination application has an opportunity to modify the resource requirements requested by the source, and then the reservation request is passed back into the network and forwarded to the sender.  Note that this step of forming a reservation requires support from the destination application.  As the reservation request moves back towards the source, it sets up soft state in each of the routers, allocating bandwidth for the reservation.  This soft state is refreshed periodically, so that if the application were to die silently, resources wouldn't remain locked up forever.  The soft state approach also supports changes in the data path.  If the route between source and destination changes, the next soft state update will instantiate state in the routers that were not part of the previous path.  This can be problematic, however, since 1) there will be a period of time where the flow traverses a portion of the network where no reservation is in place – the packets are subject to congestion loss and 2) there is no guarantee that the new path can support the reservation.

RSVP signaling can propagate over networks that do not support integrated services.  This was a design decision to allow integrated services to be deployed incrementally.  In this case, RSVP signaling still flows end-to-end, and there must be application support at the source and destination.  In the portions of the network that do not support integrated services, the RSVP messages are simply forwarded, they never effect bandwidth reservations in the routers they traverse.  Data packets traversing the portion of the network that does not support Intserv have no preferential treatment by routers.
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Figure 5: RSVP signaling.
4.4 Security

Security can be implemented at many different protocol layers.  ”The Application of CCSDS Protocols to Secure Systems” [CCSDS 350.0.g-2] describes a number of ways to provide security services with CCSDS protocols at the application, network, data link, and physical (bulk encryption) levels of the network stack.

4.5 Additional Services in IP-Based Networks

Multicast.
4.5.1 Implications of Security on the Rest of the Architecture

XXXXX

4.6 Interfaces with Legacy Systems

There can also be small regions of a network where nodes do not use the common addressing format.  This could be older satellites without IP addresses, in the mail model this is similar to interoffice mail that doesn’t require full postal addresses.  In these cases there are special entities with special knowledge about the addressing details of the local network and the ability to deliver data with special addresses.  In a network there can be gateways that understand local addressing conventions and can wrap local data in full network addresses for delivery outside the local domain.  This is like local mailroom personnel knowing how to put interoffice mail into a larger envelope and put a full postal address on the outside so the package can be properly routed to anywhere in the world.
4.7 Emergency Commanding

Emergency commanding of spacecraft in a networked environment poses a number of challenges.  For spacecraft that are tumbling, for instance, an important metric is the number of bits required to effect a basic command, such as 'safe the spacecraft.'  For a spacecraft that is on station but has a damaged receiver, transmitting a command such that it arrives at the damaged spacecraft with the highest power might be more important.

Traditionally, emergency commands have been handled by a hardware command decoder that is very close to the RF front end of the spacecraft.  Thus a particular bit string is included in a data link layer frame, and a correlater immediately following the demodulation process detects the bit string and acts on it.  An advantage of this approach is that none of the rest of the spacecraft command and control system (including any network stack on board) needs to be functioning.  Indeed, hardware commands to reboot the main spacecraft command and data handling system are usually considered in spacecraft design. 

There are three basic mechanisms for emergency commanding supported by the Cislunar architecture.

1. Emergency commanding via IP.  This option relies on the 'standard' communications mechanisms to get an emergency command to a particular spacecraft and to have it recognized.  Such a command could be identified with a special transport protocol type, or could be included as the payload of a standard UDP packet.  Using IP to route the command allows emergency commanding of elements that are not proximate to the element doing the commanding (multi-hop communications).  Drawbacks of this approach are that it requires that either the full IP (and possibly UDP) headers be transmitted, or the header de-compression mechanism at the receiver be working.  In either case, a hardware detection mechanism similar to that described above could be used to detect a 'special' bit pattern and act on it accordingly so that the full networking stack would not have to be functional.  Measures would need to be taken to ensure that the 'special' bit pattern did NOT EVER show up as the payload of any data transmitted by the spacecraft.  If emergency commands are sent as UDP or TCP traffic, then there is the possibility of using standard security mechanisms to authenticate and verify them, at the cost of extra bits and the assumption that the software to perform the verification is functional.

2. Emergency commanding via link layer mechanisms.  It may be possible to use data link layer mechanisms to effect emergency commanding.  CCSDS data links support a number of virtual channels (VCs) that are commonly used to segregate traffic of different types, including emergency commands.  Variable-length data link layers such as the CCSDS Telecommand (TC) standard are particularly good for this, since a short frame header can be followed by a VC identifier and then the emergency command itself.  The main drawbacks of this approach are that it is not routable; emergency commands must be issued by a link-local neighbor, and that fixed-length data link layer frames like CCSDS AOS tend to be long, impairing the ability to get a short command into a tumbling spacecraft.

3. A third mechanism would be to use a combination of the above, using Internet-based protocols to get an emergency command to a special command application resident at the penultimate IP hop, and to use link layer mechanisms to get it to the destination.  This has the advantage of being able to use link-specific mechanisms that may allow very short commands while still allowing those commands to traverse multiple hops in the network.  Of course, if power delivered to the ultimate destination is an issue, then any node could conceivably be directed to form a data link connection with the destination and forward emergency commands in this manner.

4.8 How users access the cislunar network from the ground

VPN issues
4.9 Transport Layer

The standard transport protocols used with the Internet protocol suite are TCP, which provides a reliable bytestream service, and UDP, which provides an unreliable datagram service.

"Stock" TCP performance can suffer in stressed environments characterized by large bandwidth*delay products, high bit error rates, and significant asymmetries in data rate.  The lunar environment will exhibit round trip light times on the order of 3 seconds, enough to cause degradation in TCP performance, especially if 'stock' end systems such as those running the Windows operating system are used.  Figure 6 shows the maximum achievable TCP data rates (per connection) to the moon and Mars using standard TCP parameters.
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Figure 6: Maximum achievable TCP data rates (per connection) from the Moon and Mars.
In the 1990s, CCSDS developed the Space Communications Protocol Standards Transport Protocol (SCPS-TP) extensions to TCP to attempt to extend the operating range over which TCP can perform efficiently.  While SCPS-TP provides a compatible application programming interface to TCP, deploying the SCPS-TP extensions in every end host is often impractical.  Instead, Performance Enhancing Proxies, or PEPs, are often used to isolate the high bandwidth*delay links that can lower TCP performance.
4.9.1 PEPs to improve TCP performance

Some of the performance problems of end-to-end TCP can be ameliorated with the use of performance enhancing proxies, or PEPs.  For TCP traffic, a TCP PEP is a device that is 'in the network' but that interacts with the end-to-end TCP flow in order to improve its performance.  There are a number of different kinds of PEPs discussed in [RFC3135], but one of the most common types are split-connection PEPs.  Split connection PEPs break the TCP connection into multiple connections, with the connections across the 'stressed' portions of the network using technologies that are specifically designed and/or tuned for performance.

[image: image11.emf]
Figure 7: Split-connection PEPs break TCP connections into three parts.

Figure 7 illustrates a pair of split-connection PEPs bracketing a stressed link.  The PEP on the left terminates the TCP connection from the left-hand host, and uses a separate transport connection (in this case, SCPS-TP)

Note that in order to terminate TCP connections, the PEPs must be able to see and modify the TCP headers.  This requires that the TCP headers be 'in the clear' as they pass through the PEP, and not encrypted.  Network security mechanisms such as IP security (IPSEC) encrypt the transport (TCP) headers, preventing the use of performance enhancing proxies.  It is worth noting that most PEPs will pass IPSEC traffic, but it will not benefit from the PEP's enhancement.  This means that IPSEC can still be used if the security benefits it provides override the performance degradation.

It is also worth mentioning that most of the benefits of IPSEC can be obtained from transport layer security (TLS) mechanisms.  TLS encrypts the payload user data at the application/transport layer boundary, leaving the transport layer headers in the clear.  This allows PEPs in the middle of the path to do their jobs by manipulating the headers and/or terminating TCP connections.
4.9.2 Application Layer PEPs

It is usually possible to proxy application-layer protocols as well.  For example, many standard email servers, or mail transfer agents, will not be able to communicate if the round trip time is larger than ~5 minutes due to embedded timeouts in the applications.  This would mean that email couldn’t be used for communicating with astronauts on Mars, except when the planet was at its closest to Earth.  An SMTP application-layer PEP on board the CEV could serve as the next-hop mail transfer agent for mail sent to Earth.  The MTA on board the CEV would see a RTT of a few milliseconds to the proxy, and would happily forward mail to it.  The proxy could then encapsulate mail in some other protocol for transmission to a peer proxy on Earth.  On earth, the peer application-layer PEP could receive the information and then serve as an MTA to forward the mail.  Note that this is NOT the same as simply tunneling the mail inside the long-delay protocol.  To keep the sending MTA from timing out, the PEP on board the CEV must ‘speak’ the MTA application layer protocol and accept the mail from the sender.
4.10 Store-and-forward for Disrupted environments.

This section describes what we will refer to as 'long-term store-and-forward' communications, or simply store-and-forward communications.  We differentiate here between long-term store-and-forward operations, where data may be held at intermediate points in the communications path for long, or even arbitrary, periods of time, versus a 'short-term store-and-forward' fabric such as IP.  IP does indeed provide a store-and-forward communications service, where packets are stored momentarily in routers before being forwarded.  The difference is that IP routers will drop packets immediately if they have no 'next hop' destination for them.  A long-term store-and-forward system, on the other hand, can hold on to messages in the anticipation of future connectivity.

Long-term store-and-forward communications systems are best thought of as 'message-switched' systems, where applications inject messages with reasonable application semantics into the network, and those messages travel atomically to their destinations.  This contrasts with IP-based networks, which usually split application messages into a number of relatively small datagrams.  The rationale for larger messages is to restrict the state needed to track messages, dealing with reliability and security only at the message level rather than the datagram level, and to make efficient use of communications channels.

A number of research efforts are investigating store-and-forward models to provide communication when there is no end-to-end path between source and destination [XXX_REFS_CFDP_DTN_DARPA_XXX].  The store-and-forward overlay (extended procedures) in the CCSDS File Delivery Protocol (CFDP) implement a store-and-forward overlay, but do not include provisions for automated routing.

Perhaps the most comprehensive is the Delay/Disruption Tolerant Networking (DTN) effort, which provides a message-switched communications service with optional security that operates above a number of underlying communications services.  DTN is organized around the following principles:

· Don’t plow the same ground twice – hold the gains you’ve achieved

· Don’t engage in unnecessary chit-chat – build complete transactions and make network accesses count

· Don’t depend on information from inaccessible/remote places if you can avoid it – build a sequence of local control operations and use late binding

· Don’t force homogeneity – allow different network components to use environmentally-relevant optimizations

DTN functions as an overlay network above whatever communications resources are available.  Thus DTN can run over TCP/IP in the Internet, and over CCSDS Prox-1 (a link layer protocol) between an orbiter and a lander.  DTN is an 'overlay' in that store-and-forward DTN nodes need not be present at every location, and the DTN nodes form their own 'virtual' topology above the underlying resources, as illustrated in Figure 8.
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	Figure 8: Store-and-Forward Overlay Network


This allows store-and-forward capabilities to be deployed where they make sense, while allowing other nodes (the underlying network nodes in Figure 8) to maintain minimal complexity.

4.10.1 Reliability

Long-term store-and-forward networks like DTN generally provide reliability through a custody transfer mechanism.  In custody transfer, network nodes can 'take custody' of application messages, thereby assuming responsibility for their eventual delivery.  When a node takes custody of a message, it frees the previous custodian to release retransmission resources associated with the message.  This can be very helpful in space science missions, where a relatively lightly provisioned (in terms of memory) lander/rover/science instrument can 'give its data to the network' and then immediately make the memory associated with the transmitted data available to take new measurements.  The does not decrease the overall memory requirements in the system, however it does transfer them from end systems, where they are not shared, into the shared communication fabric.

4.10.2 Performance

Store-and-forward systems usually attempt to provide performance equal to that of conventional routed systems when the network is connected.  This means that if applications develop to the store-and-forward API, then they can function regardless of whether the network is (currently) connected or not.  When there is generally not end-to-end connectivity, a message-based store-and-forward system can provide significantly better performance, both in terms of latency and total throughput.

Figure 9 shows two views of a notional four-hop network path.  The top view uses end-to-end networking such as IP, between the source at the top and the destination at the bottom.  Time in the figure progresses to the right, and up/down timelines for each link are shown.  A heavy green bar indicates that a particular link is up at a particular time, and a thin black bar indicates that the link is down.  The source is assumed to always have data to send.  In the end-to-end figure, the source has to wait until there is a complete path to the destination before any data can be sent, which increases the latency and reduces throughput.  The message-based store-and-forward system, on the other hand, gets the first bit to the destination much faster, and has a higher overall throughput.
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	Figure 9: End-to-end networking requires a full path between source and destination before any data can be sent.  A long-term store-and-forward system can use individual links as they are available.


As with IP-like routing, a store-and-forward system admits the possibility of doing efficient broadcast/multicast.  Such a capability could be quite useful for messages of general interest (e.g. 'space weather' to crewed missions) or for software uploads.

4.10.3 Security

Security can be provided in a number of ways, depending on the requirements.  In a secure configuration, nodes in the overlay may exhibit 'mutual suspicion' where every exchange of information has to be authenticated.  This is particularly attractive for systems like space communications, since even if a hacker gained access to the network, they wouldn't be able to send packets more than one hop in the overlay.  This can deny someone, even if they have access to the ground network, from being able to access a constrained space link.  Additional end-to-end security can also be applied at a layer between the application and the overlay network for data confidentiality.

5 Operations concepts using the new architecture

The following two scenarios entail examples of how the guidelines presented in this document would be used for future architectures for lunar missions.  The examples are derived from the various end-points described in section 3 and the proposed architecture described in section 6 The first example showcases an architecture consisting of robotic missions and the second is a crewed scenario.  The protocols and technologies used in these examples and the links shown are for illustrative purposes only and should not be construed as recommendations.

5.1 Robotic scenario
This scenario describes an established architecture which makes use of a mature lunar communications infrastructure consisting of multiple international missions.  It consists of the spaceborne assets shown in Table 7-1 and the Earth entities shown in Table 7-2.  In the case of the Earth-bound nodes, there may be multiple instances of each.  For instance, each mission may have its own Mission Operations Center (MOC) or a given MOC may control multiple spacecraft.  It is assumed that in all instances there will be greater than one of each type.

	Spacecraft
	Location
	Quantity
	Description

	Science Mission
	Lunar Orbit
	3
	Science asset with multiple instruments on-board the spacecraft

	Lander
	Lunar Surface (near and far side)
	2
	Robotic lander with multiple instruments

	Rover
	Lunar Surface (near and far side)
	2
	Robotic rover with multiple instruments

	Spacecraft (either lander or rover)
	En route
	1
	A spacecraft en-route to the either orbit or land on the Moon

	TDRSS
	Earth Orbit
	Multiple
	Used for relay of communications


Figure 7-1: Spaceborne Assets of a Robotic Lunar Architecture

	Node
	Description

	Ground Stations
	Multiple ground stations.  Either the Deep Space Network (DSN) or commercial antennas.

	Missions Operations Center
	Mission operations centers for the various missions.  Each MOC may control one or more spacecraft.  The MOC is responsible for the health and safety of the spacecraft and coordination of science operations with the SOC

	Science Operations Center
	Science Operations Centers for the various missions.  Each SOC may be responsible for one or more instruments on one or more spacecraft.

	Spacecraft Development Facilities
	Spacecraft engineers at commercial/government/university facilities monitor health and safety of the spacecraft

	Remote locations
	These nodes consist of scientists or operations personnel who are not in their home facility.


Figure 7-2: Earthbound Assets of a Robotic Lunar Architecture

A common denominator of these robotic spacecraft is that they process varying types of input and output either from or to other nodes in the Cislunar network.  Input to a node will typically take the form of commands to control the platform or payload, configuration data for operating the spacecraft or instruments, or data which are destined for another node in the Cislunar network.  Spacecraft output may consist of payload  telemetry consisting of spacecraft status or data, science data in files, video streams, or other formats, and the aforementioned data being relayed to other nodes.  Transmission of this data can be either one-to-one as in Earth ground station to spacecraft or one-to-many such as telemetry which may be received by a single Earth antenna but end in various location such as an operations center, an archiver, and a science workstation.  How this data travels throughout the system may also vary.  Some data, such as real-time housekeeping data or navigation images have an innate timeliness that requires delivery as quickly as possible.  Other types of data may be delay tolerant and can be transmitted in a store-and-forward fashion.

5.1.1 Example ApplicationS of cislunar protocols in robotic environment

The following list of examples describes methods and protocol interactions for typical operations and applications that may be seen in a robotic lunar architecture.

5.1.1.1 Real-time Telemetry from a Spacecraft

Unmanned spacecraft typically produce real-time telemetry containing information about the health and welfare of the spacecraft and other data.  Using the Cislunar network architecture, this telemetry could be formatted into CCSDS Space Packets and transported to the ground via UDP and IP.  Upon receipt by the ground, the packet would then be routed to various destinations including the SOC and MOC across standard terrestrial communication.


[image: image14.emf] 

Figure 7-1: Real-Time Telemetry Transmission
5.1.1.2 Reliable File Transmission from Instrument to User

This example uses the transfer of a data file from an instrument to a user on the ground.  The protocol stack for this transfer is shown in Figure 7-1.  In this example, the CCSDS File Delivery Protocol (CFDP) is used to perform the file transfer.  The process begins with the user initiating a file transfer by contacting the CFDP engine on the spacecraft.  The Acknowledged Mode of CFDP is selected which provides for reliable delivery of CFDP information between endpoints.  Since delivery is ensured by CFDP, UDP is chosen at the next layer and the appropriate IP packets are created with the address of the sender and the address of the instrument on the spacecraft.  This information is then sent within the user’s facility via a physical layer protocol followed by a transmission across the Internet via the same or a different physical layer mechanism to the ground station.  The packet is then placed into the appropriate link layer protocol frames and sent to a lunar orbiter functioning as relay via R/F.  Upon receipt by the spacecraft, the spacecraft determines appropriate communication capability and timing with the lander and initiates a transmission by placing the IP packet in a selected link layer frame for transmission to the lander.  When the lander receives this information, it determines the destination of the packet through its routing information and transmits the packet across its internal bus to the instrument.  At this time, the instrument software extracts the CFDP information from the packet.  The CFDP engine determines what was requested, communicates with the CFDP client application, and initiates the appropriate action.  Communication back the sending entity is started in the reverse of what was described but perhaps through a different series of nodes using a different link layers where appropriate.


[image: image15.emf]
Figure 7-2: Instrument/User Data Transmission with CFDP Acknowledged Mode

5.1.1.3 Commanding a Spacecraft

Standard commands in the Cislunar network would travel along a path similar to the above two examples.  Assuming the commanding of a lander via an orbiter, mission operations personnel would format a command via their command software and the data would travel via UDP and IP through the local router to the ground station.  The command would then be formatted in the appropriate link layer frame for transmission to the orbiter which would then route it to the lander.  Software or hardware on-board the lander would direct the command to the appropriate subsystem, in this case the Command & Data Handling (C&DH) processor.
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Figure 7-3: Spacecraft Commanding

5.1.1.4 Emergency Commanding of a Spacecraft 
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Figure 7-4: Spacecraft Commanding

The diagram above is a placeholder.

5.1.1.5 Store and Forward Transmission

In some instances in the Cislunar network, it may not be possible to immediately transmit data from a spacecraft.  Under these circumstances, a store and forward mechanism will be required to enable data to reach the Earth.  This example uses the Delay Tolerant Networking bundling layer discussed in section 6 which is one such mechanism for store and forward communication.  Data transfer takes the form of a bundle from the corresponding application on the spacecraft.  It is sent from lander to the orbiter where it can be stored until available bandwidth is available.  Upon receipt on the ground it is forwarded to the SOC where the data is extracted from the bundle.


[image: image18.emf] 
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Figure 7-5: Store and Forward Using Delay Tolerant Networking
5.1.1.6 Video/Audio Streaming from an Element on the Lunar Surface

5.1.2 Example ApplicationS of cislunar protocols in CREWED environment

The following list of examples describes methods and protocol interactions for typical operations and applications that may be seen in a robotic lunar architecture.

5.1.2.1 Nodes within a Crew Exploration Vehicle
5.1.2.2 Multicast voice loop?
QoS Example?

5.1.2.3 Internet Access by Astronauts

5.1.2.4 Other examples…

6 Translunar 

How the architecture might get reused around Mars, or other, and where this architecture might not apply.

How if you develop your applications to store-and-forward API, they keep working all the way to Mars over the automated store-and-forward architecture.

What pieces of the architecture can be used across the interplanetary link / distances.

7 Future Work

Things that need to be developed

Prototyping / testing activities we think need to be done

8 Appendix A: Rejected Elements

Include here information about those protocols and elements that we think are NOT part of the solution, and why.
9 Appendix B:  End Points

While section 2 had a higher-level abbreviated list of end points, this section provides an expanded comprehensive list of end points that more fully characterizes the potential scope of cislunar missions. 

9.1.1 Terrestrial end-points

The terrestrial end-points to the communications network are the most complex and diverse of the network.  This list is intended to describe the breadth of the end-users and end-points, but it can not be comprehensive.  

· Spacecraft development facilities

· Spacecraft test & evaluation facilities

· Ground Processing Facilities

· Launch facilities (Pad, etc.)
· Launch control facilities (LCC, etc.)
· Range Safety facilities

· Launch vehicles on the ground

· Planning facilities (office environment)

· Planners at remote locations

· Crew trainers and simulators

· Mission Control Center (MCC) facilities

· Backup operations personnel at remote locations

· Off-duty operations personnel with pagers

· Relay through one MCC to another MCC
· Communications stations and network control centers
· Payload Development & test facilities

· Data Archive Facility

· Science Operations facilities

· Science user facilities (Universities, etc.)

· Ground Network facilities (atenna compexes, etc.)

· Any of above facilities may sometimes be “lights-out”

· Remote scientists at home

· Public and news media

· Local civil authorities

· Astronauts’ families at home
· Landing facilities

· Other Agencies:  FAA, NOAA, DoD, the White House
· Water Recovery facilities (Navy ships, etc.),

· Search and rescue teams

· Accident investigation teams

Notes on the above list of terrestrial end-points:

· Some of these facilities may be “lights out” unattended facilities at time, continuing to operate and exchange data with spacecraft.  

· Some of the distribution of data to these end points must be assumed to take place on terrestrial public and private networks.    

9.1.2 Earth Ascent/Descent END-points

· Launch vehicles (w/o crews)

· Launch vehicles with crews

· Payloads reporting health

· Descent vehicles (w/o crews)

· Descent vehicles (with crews)

9.1.3 Earth Orbit END-points

· Space Network Facilities (comm and tracking relay satellites, etc.)

· Upper stage propulsion vehicles

· Free-flyer unmanned vehicles (science, cargo, etc.)

· Payloads on free-flyer unmanned vehicles

· Manned vehicles (CEV, etc.)

· Crew on manned vehicles

· Payloads on manned vehicles

· Crew in EVA suits

· Multiple spacecraft in rendezvous (automated, crew controlled)

· Multiple spacecraft docked to each other

· Relay through one vehicle to another

· Communications relay and tracking satellites

9.1.4 Lunar Transit END-points

· Upper stage propulsion vehicles

· Free-flyer unmanned vehicles (science, cargo, etc.)

· Payloads on free-flyer unmanned vehicles

· Manned vehicles (CEV, etc.)

· Crew on manned vehicles

· Payloads on manned vehicles

· Crew in EVA suits

· Multiple spacecraft in rendezvous (automated, crew controlled)

· Multiple spacecraft docked to each other

· Relay through one vehicle to another

· Vehicles at Lagrangian points, including communications relays, fuel depots and other TBD components of lunar mission support

9.1.5 Lunar Orbit END-points

· Space Network Facilities (Lunar Relay Orbiter, etc.)

· Upper stage propulsion vehicles

· Free-flyer unmanned vehicles (science, cargo, etc.)

· Payloads on free-flyer unmanned vehicles

· Manned vehicles (CEV, etc.)

· Crew on manned vehicles

· Payloads on manned vehicles

· Crew in EVA suits

· Multiple spacecraft in rendezvous (automated, crew controlled)

· Multiple spacecraft docked to each other

· Relay through one vehicle to another

9.1.6 Lunar Ascent / Descent END-points

· Launch vehicles (w/o crews)

· Launch vehicles with crews

· Payloads reporting health

· Descent vehicles (w/o crews)

· Descent vehicles (with crews)

9.1.7 Lunar Surface END-points

· Crew in LSAM or habitat

· Lunar habitat systems (occupied or vacant)

· Multiple end points at a lunar outpost (core systems, payloads, crew entertainment systems, multiple comm systems, etc.)

· Crew during EVA

· Crew mobility system (moonbuggy)

· Unmanned lunar stations

· Autonomous robotic systems (stationary and rovers)

· Human-guided robotic systems

· Comm hubs as standalone stations or part of larger stations

· Science systems (at habitat, station or standalone)

· Crew or systems in safe haven (“escape pods”), in emergency mode









































































�The scope topic previously launched immediately into a discussion of scope only in terms of comm delays.  The scope is more than that, hence  my attempt at the first paragraph.  


�Not sure if this should say 3-4 seconds or 2.5 seconds or some more accurate time to 4 decimal places.  We probably want to be credible and authoritative,  and I’m not authoritative enough to pick a number. Anyone else?  


�Once again, I did a quick screen shot from Powerpoint, making this a bitmap image, because when I shrunk the PPT graphics down, it was way too much trouble trying to get the font sizes right.  It only takes a few seconds to redo it after making updates to the powerpoint file.  If someone else wants to try the vector graphics approach, feel free.  


�This sentence talked Cislunar in a paragraph that was supposed to address translunar.  Deleted.  


�This sentence is too self-refferential.  "I'm about to tell you about these things that I''m about to tell you about".  No value added.  Needed a better introductory statement for the section.  Or maybe no statement is needed.  


�I’m confused about this, and someone needs to find out what the standards are:  Capitalization of Earth, Lunar, Cislunar, moon, etc.  I heard somewhere that moon is not capitalized but Earth is.  And I don’t have a clue about Lunar.  But I see them both ways.  But an authoritative document like ours needs to be correct.  


�I eplaced the first paragraph with these three paragraphs, simply to fully treat the statements unambiguously.  There was a bit of a contradiction in the statements about when terrestrial protocols did and did not function and I’m not sure what I wrote is exactly in line with what was there before.  Needs to be checked.  


�This statement belongs in the Scope section, so I moved it up there.  Also, it needs to address SEL2, not EML2.  


�This table previously often listed only one end-point, so to make it unambiguous, I added from-to language (two points)


�This previously said 0.5 sec to geosync orbit, 36,000 km.  But if it meant earth to geosync and back RTT (36K km), that is .24-.25 sec,  0.5 sec is earth to geosync to LEO and back to geosync and earth again, and that's 72K km.  Hence I clarified the text and changed the km number to 72K.  Hope that's all correct... maybe someone else should double-check.  


�How about adding Venus in here, so it doesn’t look like we’re a NASA-program-centric bunch of guys?  


�Redundant with new text


�This first paragraph is due to my cocern about these looking like requirements XXX (finish later)


�This was not the total physical environment, only the physical characteristics as it relates to communications systems.  I opted to change the title rather than adding more physical characteristics.  
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Figure 1:  Cislunar Primary Data Paths
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																								117		2.49230249209672E+35		9.74746849608517E+20

																								118		4.98460498419343E+35		1.46212027441277E+21

																								119		9.96920996838687E+35		2.19318041161916E+21

																								120		1.99384199367737E+36		3.28977061742874E+21

																								121		3.98768398735475E+36		4.93465592614311E+21

																								122		7.9753679747095E+36		7.40198388921467E+21

																								123		1.5950735949419E+37		1.1102975833822E+22





BW vs RTT vs P(loss)

		Bandwidth		RTT (minutes)		P(pkt loss)

		10000		0.05		1.00E-11

		20000		8.31		1.00E-10

		40000		41.56		1.00E-09

		80000				1.00E-08

		160000				1.00E-07

		320000				1.00E-06

		640000				1.00E-05

		1280000				1.00E-04

		MSS		1448

		Equiv BER (Bernoulli):		0		0		0.0000000001		0.0000000008		0.0000000167		0.0000000083		0.0000000834		0.0000008375		0.00000878

		RTT (minutes)/P(pkt loss)		1.00E-08		1.00E-07		1.00E-06		1.00E-05		2.00E-04		1.00E-04		1.00E-03		1.00E-02		1.00E-01

		0.05		38,613,333		12,210,608		3,861,333		1,221,061		273,037		386,133		122,106		38,613		12,211

		8.31		232,299		73,460		23,230		7,346		1,643		2,323		735		232		73

		41.56		46,460		14,692		4,646		1,469		329		465		147		46		15

		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0





BW vs RTT vs P(loss)

		0.05

		8.3111111111

		41.5555555556



Round Trip Time (minutes)

User Data Throughput (bps)

Upper Bound on Achievable TCP Throughput
(Assuming 1 packet loss per 100 million packets)

38613333.3333333

232299.465240642

46459.8930481283



RTTs

		1.49600E+08		km/au

		300000000		c (m/sec)

		498.67		sec/AU

		8.31		min/AU

		Mars		1.5		AU Average Orbit

		0.5		8.31		RTT (min) closest								5.46		seconds/day change

		2.5		41.56		RTT (min) furthest								1%		% change per day

		Jupiter		5		AU Average Orbit

		4		66.49		RTT closest

		6		99.73		RTT furthest

		Saturn		9.5		AU Average Orbit

		8.5		141.29		RTT closest

		10.5		174.53		RTT furthest

		Asteroids		2.3		AU Average Orbit

		1.3		21.61		RTT closest

		3.3		54.85		RTT furthest

		Venus		0.723		AU Average Orbit

		0.277		4.60		RTT closest

		1.723		28.64		RTT furthest
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