1 Operations concepts using the new architecture

The following two scenarios entail examples of how the guidelines presented in this document would be used for future architectures for lunar missions.  The examples are derived from the various end-points described in section 3
 and the proposed architecture described in section 6 The first example showcases an architecture 
consisting of robotic missions and the second is a crewed scenario.  The protocols and technologies used in these examples and the links shown are for illustrative purposes only and should not be construed as recommendations.

1.1 Robotic scenario
This scenario describes an established architecture which makes use of a mature lunar communications infrastructure consisting of multiple international missions.  It consists of the spaceborne assets shown in Table 1 and the Earth entities shown in Table 2.  In the case of the Earth-bound nodes, there may be multiple instances of each.  For instance, each mission may have its own Mission Operations Center (MOC) or a given MOC may control multiple spacecraft.  It is assumed that in all instances there will be greater than one of each type.

Table 1: Spaceborne Assets of a Robotic Lunar Architecture
	Spacecraft
	Location
	Quantity
	Description

	Science Mission
	Lunar Orbit
	3
	Science asset with multiple instruments on-board the spacecraft

	Lander
	Lunar Surface (near and far side)
	2
	Robotic lander with multiple instruments

	Rover
	Lunar Surface (near and far side)
	2
	Robotic rover with multiple instruments

	Spacecraft (either lander or rover)
	En route
	1
	A spacecraft en-route to the either orbit or land on the Moon

	TDRSS
	Earth Orbit
	Multiple
	Used for relay of communications



Table 2: Earthbound Assets of a Robotic Lunar Architecture
	Node
	Description

	Ground Stations
	Multiple ground stations.  Either the Deep Space Network (DSN) or commercial antennas.

	Missions Operations Center
	Mission operations centers for the various missions.  Each MOC may control one or more spacecraft.  The MOC is responsible for the health and safety of the spacecraft and coordination of science operations with the Science Operations Center (SOC)

	Science Operations Center
	Science Operations Centers for the various missions.  Each SOC may be responsible for one or more instruments on one or more spacecraft.

	Spacecraft Development Facilities
	Spacecraft engineers at commercial/government/university facilities monitor health and safety of the spacecraft

	Remote locations
	These nodes consist of scientists or operations personnel who are not in their home facility.



A common denominator of these robotic spacecraft is that they process varying types of input and output either from or to other nodes in the Cislunar network.  Input to a node will typically take the form of commands to control the platform or payload, configuration data for operating the spacecraft or instruments, or data which are destined for another node in the Cislunar network.  Spacecraft output may consist of payload  telemetry consisting of spacecraft status or data, science data in files, video streams, or other formats, and the aforementioned data being relayed to other nodes.  Transmission of this data can be either one-to-one as in Earth ground station to spacecraft or one-to-many such as telemetry which may be received by a single Earth antenna but end in various location such as an operations center, an archiver, and a science workstation.  How this data travels throughout the system may also vary.  Some data, such as real-time housekeeping data or navigation images have an innate timeliness that requires delivery as quickly as possible.  Other types of data may be delay tolerant and can be transmitted in a store-and-forward fashion.
1.1.1 Example ApplicationS of cislunar protocols in robotic environment

The following list of examples describes methods and protocol interactions for typical operations and applications that may be seen in a robotic lunar architecture.

1.1.1.1 Real-time Telemetry from a Spacecraft

Unmanned spacecraft typically produce real-time telemetry containing information about the health and welfare of the spacecraft and other data.  Using the Cislunar network architecture, this telemetry could either be formatted into CCSDS Space Packets and transported to the ground via UDP and IP, or simply encapsulated in UDP/IP directly.  Upon receipt by the ground, the packet would then be routed to various destinations including the SOC and MOC across standard terrestrial communication.
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Figure 1: Real-Time Telemetry Transmission

1.1.1.2 Reliable File Transmission from Instrument to User

This example uses the transfer of a data file from an instrument to a user on the ground, assuming that a relay orbiter communicate with the user and the ground concurrently.  The protocol stack for this transfer is shown in Figure 1.  In this example, the CCSDS File Delivery Protocol (CFDP) is used to perform the file transfer.  The process begins with the user initiating a file transfer by contacting the CFDP engine on the spacecraft.  The Acknowledged Mode of CFDP is selected which provides for reliable delivery of CFDP information between endpoints.  Since delivery is ensured by CFDP, UDP is chosen at the next layer and the appropriate IP packets are created with the address of the sender and the address of the instrument on the spacecraft.  To initiate the file transfer, this information is sent within the user’s facility via a physical layer protocol 
followed by a transmission across the Internet or a private IP network via the same or a different physical layer mechanism to the ground station.  The packet is then placed into the appropriate link layer protocol frames and transmitted to a lunar orbiter functioning as a relay.  Upon receipt by the spacecraft, the spacecraft determines appropriate communication capability and timing with the lander and initiates a transmission by placing the IP packet in a selected link layer frame for transmission to the lander
.  When the lander receives this information, it determines the destination of the packet through its routing information and transmits the packet across its internal bus to the instrument.  At this time, the instrument software extracts the CFDP information from the packet.  The CFDP engine determines what was requested, communicates with the CFDP client application, and initiates the appropriate action.  Communication back the sending entity is started in the reverse of what was described but perhaps through a different series of nodes using a different link layers where appropriate.
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Figure 2: Instrument/User Data Transmission with CFDP Acknowledged Mode

1.1.1.3 Commanding a Spacecraft

Standard commands in the Cislunar network would travel along a path similar to the above two examples.  Assuming the commanding of a lander via an orbiter, mission operations personnel would format a command via their command software and the data would travel, via TCP if reliable commanding is desired or UDP 
if unreliable communications is acceptable, through the local router to the ground station.  The command would then be formatted in the appropriate link layer frame for transmission to the orbiter which would then route it to the lander.  Software or hardware on-board the lander would direct the command to the appropriate subsystem, in this case the Command & Data Handling (C&DH) processor.
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Figure 3: Spacecraft Commanding


1.1.1.4 Emergency Commanding of a Spacecraft
 

1.1.1.5 Emergency commanding of spacecraft in a networked environment poses a number of challenges.  For spacecraft that are tumbling, for instance, an important metric is the number of bits required to effect a basic command, such as 'safe the spacecraft.'  For a spacecraft that is on station but has a damaged receiver, transmitting a command such that it arrives at the damaged spacecraft with the highest power might be more important.
1.1.1.6 Traditionally, emergency commands have been handled by a hardware command decoder that is very close to the RF front end of the spacecraft.  Thus a particular bit string is included in a data link layer frame, and a correlater immediately following the demodulation process detects the bit string and acts on it.  An advantage of this approach is that none of the rest of the spacecraft command and control system (including any network stack on board) needs to be functioning.  Indeed, hardware commands to reboot the main spacecraft command and data handling system are usually considered in spacecraft design. 
1.1.1.7 There are three basic mechanisms for emergency commanding supported by the Cislunar architecture.

1. Emergency commanding via IP.  This option relies on the 'standard' communications mechanisms to get an emergency command to a particular spacecraft and to have it recognized.  Such a command could be identified with a special transport protocol type, or could be included as the payload of a standard UDP packet.  Using IP to route the command allows emergency commanding of elements that are not proximate to the element doing the commanding (multi-hop communications).  Drawbacks of this approach are that it requires that either the full IP (and possibly UDP) headers be transmitted, or the header de-compression mechanism at the receiver be working.  In either case, a hardware detection mechanism similar to that described above could be used to detect a 'special' bit pattern and act on it accordingly so that the full networking stack would not have to be functional.  Measures would need to be taken to ensure that the 'special' bit pattern did NOT EVER show up as the payload of any data transmitted by the spacecraft.  If emergency commands are sent as UDP or TCP traffic, then there is the possibility of using standard security mechanisms to authenticate and verify them, at the cost of extra bits and the assumption that the software to perform the verification is functional.
2. Emergency commanding via link layer mechanisms.  It may be possible to use data link layer mechanisms to effect emergency commanding.  CCSDS data links support a number of virtual channels (VCs) that are commonly used to segregate traffic of different types, including emergency commands.  Variable-length data link layers such as the CCSDS Telecommand (TC) standard are particularly good for this, since a short frame header can be followed by a VC identifier and then the emergency command itself.  The main drawbacks of this approach are that it is not routable; emergency commands must be issued by a link-local neighbor, and that fixed-length data link layer frames like CCSDS AOS tend to be long, impairing the ability to get a short command into a tumbling spacecraft.
3. A third mechanism would be to use a combination of the above, using Internet-based protocols to get an emergency command to a special command application resident at the penultimate IP hop, and to use link layer mechanisms to get it to the destination.  This has the advantage of being able to use link-specific mechanisms that may allow very short commands while still allowing those commands to traverse multiple hops in the network.  Of course, if power delivered to the ultimate destination is an issue, then any node could conceivably be directed to form a data link connection with the destination and forward emergency commands in this manner.
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Figure 4: Placeholder

The diagram above is a placeholder.
Store and Forward Transmission
In some instances in the Cislunar network, it may not be possible to immediately transmit data from a spacecraft.  Under these circumstances, a store and forward mechanism will be required to enable data to reach its destination.  This example uses the Delay Tolerant Networking bundling layer discussed in section 6 which is one such mechanism for store and forward communication.  The Store-and-Forward Overlay (SFO) extensions to CFDP operate in a similar manner.

Usign DTN, data transfer takes the form of a bundle from the application on the spacecraft.  It is sent from lander to the orbiter where it can be stored until available bandwidth is available.  Upon receipt on the ground it is forwarded to the SOC where the data is extracted from the bundle.
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Figure 7-5: Store and Forward Using Delay Tolerant Networking
1.1.1.8 Video/Audio Streaming from an Element on the Lunar Surface

1.1.2 Example ApplicationS of cislunar protocols in CREWED environment

The following list of examples describes methods and protocol interactions for typical operations and applications that may be seen in a robotic lunar architecture.

1.1.2.1 Nodes within a Crew Exploration Vehicle
1.1.2.2 Multicast voice loop?
QoS Example?

1.1.2.3 Internet Access by Astronauts

1.1.2.4 Other examples…

Original Comments in Doc:

How we would do the above scenarios with the new capabilities laid out in section 5.

CFDP goes here?  It’s on the brink between current and future architectures.

Comments:

Keith Hogie, 8/29/2005

Chris,

Going over you list of scenarios I was wondering how they should be grouped.  We probably want a scenario to represent each possibility once we figure out what the categories are.  Here are some of the categories I came up with.  I ‘m not sure these condense into clean categories yet.

Type of end points (unmanned/manned, space/ground)

· Space

· 
Unmanned (satellite, lander, rover)

· 
Manned (astronaut in habitat or space suit) 

· Ground

· 
Unmanned (file servers, data repositories)

· 
Manned (scientist, control center operators)

End point locations and flow

· One-to-one

· 
Space-to-Ground and/or Ground-to-Space (does direction matter?)

· 
Space-to-Space (no Earthly involvement)

· One-to-many

· 
Combinations of space and ground with 3 or more parties

Timeliness of data delivery

· Realtime packet (user assumes packet level forwarding, immediate relay)

· File store-and-forward (user assumes files with variable file storage delays)

RF Connectivity path

· Direct (only 1 RF link in end-to-end path, multiple wired links?)

· 
(TDRSS looks like 1 RF link for these definitions)

· Intermediate relay (2 or more RF links)

· 
Relay protocol level

· 

Packet level relay (immediate forwarding)

· 

File level relay (file level buffering)

· 
Relay mobility

· 

Fixed relay (e.g. cell tower, WiFi access point)

· 

Mobile relay (e.g. TDRSS, other relay satellite)

Link Duplex (during a single contact)

· 2-way link (less than 10 second round trip time?)

· 1-way link (only 1-way, or RTT > 10 seconds?)

Type of Data

· Telemetry (RT packets or recorded file)

· Science (RT packets or recorded file)

· Image (file)

· Audio (RT packets or recorded file)

· Video (RT packets of recorded file)

Data Transfer Initation

· Push (space, ground, automated, scheduled) 

· Pull (space, ground, automated, scheduled) 

· Multicast (users tune in whenever they want) 

Operational Scenario (what is the operational purpose of this data transfer)

· Data delivery

· Commanding

· Telescience

· Etc. 

Using these categories, your first example would have the following characteristics.  

· Type of end points (unmanned/manned, S/G) - space unmanned-ground unmanned

· End point locations and flow - One-to-One, Space-to-Ground

· Timeliness of data delivery - File store-and-forward

· RF Connectivity path - Intermediate relay, file level, mobile relay

· Link Duplex (during a single contact) - 2-way link

· Type of Data - Science data file 

· Data Transfer Initiation - Push from space-to-ground

· Operational Scenario - Deliver science instrument data to end user

While filling in this information, I noticed that the following example starts with space-to-ground and then describes ground-to-space.

Cislunar Meeting: week of 9/12/2005

�How many of these do we need and which do we want?  Examples for each of the services above?  Examples with communication between things that aren’t on the Earth?


�


�


�


�I would cut this – even in the user's facility it may be that the data uses something more than a physical layer, and if we just don't say anything then it's the user's problem how they get those packets to the Internet.


�This would work, but is NOT (necessarily) "commodity" IP, since commodity IP would drop packets that couldn't be forwarded immediately.  This is a drawback we may want to point out right here.





There's nothing that keeps CFDP from changing underlying layers at CFDP store-and-forward points, so it could use UDP/IP in the terrestrial Internet and something else on the space links (presuming there's a CFDP store-and-forward point at the ground station to effect the change)


�I’m leaving this in here for now, but we wouldn’t want UDP for commands would we?  We’d want some method to close the loop that the command was received properly and that it was received in order (CJK)


�Take emergency commding stuff from above and put it here.


�Maybe highlight One-way video link.  Genericize to talking about one-way telemetry downlink?


�
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