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4 COMMUNICATIONS REQUIREMENTS

In the 20th century there were a limited number of space missions and limited communication paths.  Spacecraft were built to communicate primarily with ground stations with “commands’ flowing to the spacecraft and “telemetry and data” flowing from the spacecraft to ground.  There were few cases where a spacecraft would communicate directly with another spacecraft or with multiple control centers on the ground.  The majority of communication links were oriented toward moving either individual packets or large chunks of data between space and ground systems.  The ISS and Shuttle had additional requirements for voice and video streams.  

In all cases there was extensive planning, scheduling, and operational work that had to be done for each communication session.  These activities included things like scheduling antenna tracking time, tracking the antenna, tuning transmitters and receivers to proper frequencies, ensuring that network equipment was operational, and that data processing systems were ready.  This approach was successful and has supported many missions.  

However, in the 21st century, planning is underway for much more elaborate space missions that will involve orders of magnitude more systems and communication links.  Many missions envision multiple nodes that communicate not only between space and ground but also among systems in space.  With the increased numbers of systems there is also more demand for more dynamic and less scheduled communication sessions.  These requirements lead to a situation similar to the early days of telephones and switchboards.  With a small enough number of systems, manual circuit switching with operators in the loop was possible.  As the number of users grew, the phone system had to switch to a much more automated switching systems that were fully computer controlled and software switchable. The future Cislunar communication architecture requires a similar shift from traditional circuit switched space communication toward a more flexible network architecture for space communication.  

4.1  Cislunar Network Connectivity Requirements

Supporting the wide range of future Cislunar communication scenarios requires a network environment that is capable of providing flexible and scalable communication among a wide variety of end systems, over many types of communication links.  Connectivity requirements for future networks will also need to support increased traffic like audio, and video traffic along with larger volumes of data.

Fully interoperable and scalable network connectivity is normally based on some “common denominator” that all network nodes support.  This provides a common format that all traffic (e.g. audio, video, data) is encapsulated, sent into the network, and then delivered to the desired destination node.   The common format supports connectivity among all nodes by providing an address format with both source and destination addresses that is understood by the entire network. On the Internet, the common addressing format is the Internet Protocol.  

This is similar to standard postal addressing and delivery where there are destination (e.g. TO) and source (e.g. FROM) addresses.  When a letter is dropped into a post office, there is enough information for the post office to determine how to get the letter delivered anywhere in the world.  There is also enough information for the recipient to reply to the sender.  The exact details of whether the letter travels by plane, truck, ship, or train are a separate issue.  The first step is a common addressing format that is understood everywhere.

There can also be small regions of a network where the nodes do not use the common addressing format.  This could be older satellites without IP addresses, in the mail model this is similar to interoffice mail that doesn’t require full postal addresses.  In these cases there are special entities with special knowledge about the addressing details of the local network and the ability to deliver data with special addresses.  In a network there can be gateways that understand local addressing conventions and can wrap local data in full network addresses for delivery outside the local domain.  This is like local mailroom personnel knowing how to put interoffice mail into a larger envelope and put a full postal address on the outside so the package can be properly routed to anywhere in the world.

Since the network addresses on a packet are the critical element used to control the routing of packets across the network, it is important that the addresses remain intact as a packet traverses the Cislunar network.  It is highly desirable that there be some mechanism that ensures that a packet’s address fields have not been damaged.  If a bit in a destination address field is damaged and not detected, the packet could be delivered to the wrong end system.  If the source address is not intact, the recipient of the packet would not know the true address of the sender and might try to respond to the wrong address.  An error detection mechanism such as a checksum or CRC is highly desirable to protect the source and destination address fields of a paclet.

One other key aspect of large scale network connectivity is that the network delivers packets of data based on network addresses but it does not guarantee delivery of packets.  The network does its “best effort” to forward packets toward their destination.   Packets may be lost in transit for many reasons including link errors, link outages, and link congestion.  However, the network packet routing devices should not try to do any flow control or retransmission of damaged or lost packets.  Those functions may be performed in either the lower physical or data link layers or in upper transport or application layers.  

It is important that the common network layer simply keep forwarding packets as fast as it can and the best it can.  This allows the network layer to support all types of traffic from real-time to store-and-forward.  If the network layer attempted to do flow control and retransmission, that would interfere with low-latency data flows for voice, video, and other real-time traffic.  Keeping the network layer simple so its only function is forwarding packets also ensures that the network layer is not affected by link propagation delays.  Since the network layer is not trying to guarantee delivery or do end-to-end flow control it doesn’t know or care how long it takes for a packet to propagate across the network.  This also means that the network layer can forward packets over a one-way link and does not require a two-way link.

The Cislunar network should also support delivery of packets of variable sizes.  This allows end systems to select packet sizes that best meet their data delivery needs.  Users with large volumes of data normally want to use large packet sizes to minimize the overhead of packet headers.  Users with low-rate, real-time streams, such as voice, want to use small packets to keep a steady stream of packets flowing and to minimize data loss if a packet is lost.  Small packets are also easier to smoothly multiplex in with other data streams.

These Cislunar requirements are similar to the network connectivity that has evolved on the Internet.  The Internet is developing the protocols for carrying data, audio, and video traffic over a common packet based backbone.  At the same time, communication carriers are developing technologies and are deploying a converged environment where they carry all types of data (i.e. voice, video, data, and circuit emulation) over a packet switched backbone.  This allows them to deploy and operate a single backbone that is very flexible and scalable.  The current leader in converged networking is IP Multimedia Services (IMS) which is currently being deployed for voice support and has options to support video and data streams.

In summary, the basic network connectivity requirements for Cislunar networking are:

· Common packet and address format 

· Source and destination addresses on packets

· Ability to route packets based on common addresses

· Options for gateways to pass traffic between legacy and future networks

· Mechanisms to verify source and destination addresses are intact

· No guaranteed delivery

· No flow control or retransmission

· Not sensitive to link delay

· Forwards packets over one-way links

· Does not require a two-way link

· Variable length packets

· Capable of supporting voice, video, and data traffic

4.2 Space physical and data Link Requirements

A communication link is normally defined as a combination of a physical layer that delivers bits between two systems and a data link layer that locates frames of data in the bits.  While the network layer for the Cislunar network provides a common backbone, it must be able to use a wide range of communication links and provide packet delivery across those links in a transparent fashion.  This isolates the upper layer protocols from the wide array of details of the possible links in the network.  It is impossible for and end-system to know about format and delivery details of all possible data links across a large network.  Creating a large network requires that end-systems only need to know how to generate network packets and encapsulate them over their local links.  

Each end-system uses the common network packet format and a standard format for encapsulating packets over its data links.  Then other systems receive the standard data link format and extract the common network packet.  Once a network packet is extracted from a link, the packet can then be processed locally or passed to another system over another data link.  The combination of standard network packets and standard encapsulation mechanisms for each type of data link is what has allowed the Internet to scale up and support a wide range of data links.  The layered Internet model is well suited to provide a scalable Cislunar network that can gracefully evolve far into the future.

4.2.1 Space Data Link Requirements

The primary role of space data links in the Cislunar network is to encapsulate network packets in standard data link frame formats and pass the resulting bits to a physical layer for transmission.  An error detection field can also be attached to the frame so the receiving system can detect any transmission errors and discard the frame.

When receiving data, the data link locates frames start and end, checks any attached error detection fields like a checksum or CRC.  Once the frame is received and checked, the network packet is extracted from the standard encapsulation format and passed to the network layer for processing.  

In summary, the basic physical and data link requirements for Cislunar networking are:

· Support network protocol encapsulation over a wide range of data links

· Provide standard encapsulation methods for each data link type

· Provide detection of errors on the link

· Support variable length frames

· Support one-way and two-way links

· Options for data link flow control

· Support a wide range of propagation delays (milliseconds to 5-10 seconds)

· Resume/continue operation after link errors

4.2.2 Space Physical Link Requirements

Cislunar end systems are expected to use a wide range of physical layer communication technologies.  These will include RF systems that use standard space frequency bands (e.g. S, X, Ku, Ka, etc.) and they may also include new RF technologies such as IEEE 802.11 (WiFi), IEEE 802.16 (WiMax), or 3G cell phone technologies.  New systems may also use optical links and wired or fiber optic links in parts of the network.  Mission designers will determine physical link details based on their mission needs. 

The main issues is that systems on both ends of a physical link must be configured with the same information such as frequency and coding options, their transmitters and receivers must be turned on, and their antennas must be properly pointed.  While the upper layers of the Cislunar network are moving toward more transparent, automated operation, these physical link details will still require a high degree of scheduling and management especially for long distance links.  However, some local Cislunar links may move to more automated physical link establishment if they incorporate technologies such at WiFi, WiMax, or 3G cell phone.

Once a physical link is established, the basic goal of the physical layer is to deliver bits from one system to another.  Each link only supports communication between the two endpoints on the link.  Any larger scale network connectivity 

The wide range of data links in the Cislunar network will also support a wide range of bandwidths.  Links will operate at rates as low as a few kilobits and will range into multiple megabits and beyond.  

The actual bandwidth on a link will be determined by mission designers performing tradeoffs of power, mass, size, and pointing capabilities against mission data volumes and distance between systems.  

The use of a common network layer and standard data link encapsulation mechanisms hides the details of the links from all end systems.  

In summary, the basic physical and data link requirements for Cislunar networking are:

· Support network protocol encapsulation over a wide range of data links

· Provide standard encapsulation methods for each data link type

· Support a wide range of bandwidths (Kbps to Mbps and beyond)

· Support a wide range of propagation delays (milliseconds to 5-10 seconds)

· Support one-way and two-way links

· Options for data link flow control

· Operate over a wide range of propagation delays

· Provide detection of errors on the link

· Provide options for forward error correction 

· Resume/continue operation after link errors

4.3 Upper Layer Requirements

A Cislunar network that supports end-to-end addressing of packets across a variety of space and ground links provides the basic packet delivery network that can be used to support the wide range of end-systems and traffic types described in section 3.  Transport protocols and applications can then use the network backbone to provide complete data delivery support.  However, while all nodes need to use a common network layer to provide a large, scalable network, transport and application protocols only need to be coordinated between any two end-systems.  

4.3.1 Space Transport Layer Requirements

The Cislunar transport layer will support both “unreliable” and “reliable” transport capabilities similar to UDP and TCP on the Internet.  The terms “unreliable” and “reliable” refer to whether the protocol simply delivers packets using the basic network delivery services or if it provides mechanisms for detecting mission data and retransmitting packets as necessary to provide guaranteed complete delivery from end-to-end.  The common function of all transport protocols is to provide a standard software programming interface for use by applications.  Other functions may include capabilities for multiplexing multiple data streams, flow control, and guaranteed delivery.

The “unreliable” transport protocols will just provide a standard application interface to send and receive packets over the network without any delivery guarantee and without any flow-control.  An “unreliable” transport protocol is a simple capability to implement but it provides an application interface that just delivers data to the network layer for forwarding to a destination address.  This provides a data communication capability very similar to traditional space communication using TDM and CCSDS frames.  It also means that the “unreliable” transport protocols will operate over one-way and two-way links and are not affected by propagation delays.

The “unreliable” transport protocols should also provide support for multiplexing multiple data streams to one or more remote hosts and also provide an optional checksum or CRC for detecting data corruption.

The “reliable” transport protocols will include capabilities for detecting any missing data at the receiver and mechanisms for retransmitting packets to ensure complete delivery of all data sent.  These protocols may also include mechanisms for adjusting the rate of data flowing over the transport session and options for providing various qualities of service.

Any “reliable” options that require feedback and interaction between the sender and receiver will only be supported over two-way links.  This interaction also means that the protocol performance may be impacted by longer propagation delays that interfere with the protocol’s feedback loop.

In summary, the basic transport layer requirements for Cislunar networking are:

· Support both reliable and unreliable transport protocols

· Provide common programming interface for applications

· Support multiplexing of multiple data flows

· Provide flow control options 

· Provide options for QoS

4.3.2 Space Application Layer Requirements

The Cislunar network is expected to support a very wide range of applications just like any other network.  Space application requirements will be highly mission specific.  Some applications may only be used between a few end-systems while there may be other applications that are widely deployed and used between many different end-systems.  

In future Cislunar scenarios, not all applications will be handling commands, telemetry or science data.  There will also be applications that support voice and video communication.  A common set of voice and video applications combined with the network backbone will enable flexible communication among many nodes.  

In summary, the basic application layer requirements for Cislunar networking are:

· Provide both reliable and unreliable data delivery applications 

· Support data, voice, and video

· Provide flow control options at application

· Provide store-and-forward support for long-delay and intermittent links

4.4 Security

The future Cislunar communication architecture will have security issues and requirements very similar to standard networks.  In the early days of networking, the focus was on just getting network connectivity to work.  Once network connectivity was established and everyone had full access to the Internet, it became clear that network security and access control were critical to safe and controlled operation.  Due to the very sensitive and costly nature of space systems, security must be incorporated into the Cislunar network at its initial deployment. 

However, due to the wide range of space communication scenarios, there will not be one security solution for all scenarios.  Missions will have a wide range of different security needs.  

The basic security need for current and future missions is authentication on commands to space systems.  

Encryption on commands

Integrity of return data

Encryption on return data

One-way and two-way links

Dynamic key management options

Network level security options

Transport layer options

IMS security, accounting, billing, access control, QOS, etc.  Space needs not exactly the same but similar.  Access control critical.  Don’t need 5 cents a minute billing but probably need accounting and tracking capabilities if communication resources will be shared among international space agencies.  

Different security approaches based on link delays.  Dynamic key management and security negotiation options on low delay links, less dynamic or more static key management options on longer delay and one-way links.

In summary, the basic security requirements for Cislunar networking are:

· One-way and two-way links

· Authentication

· Encryption

· Keys and sessions

5 OPERATIONS CONCEPTS USING CURRENT ARCHITECTURE





























































