1 Mission Scenarios and Requirements
This section will describe first an overview, and then for each physical mission space, the communications requirements in terms of services, users, environment characteristics, etc.

(ed. note - what needs to happen, not how to do it.  Include stuff about environments with different scenarios.)
1.1. Overview
This overview is a description of the overall mission space.  It assumes a mission architecture which is based on current human technology (launch systems, crew/robotic vehicles, communications relays, etc.).  It also assumes the limitations of those technologies, such as incomplete coverage, speed-of-light delays and contingency configurations.  

Figure 1 illustrates communications paths which are expected, based on usage of current or anticipated systems (TDRSS, Lunar landers, etc.)
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Notes of explanation for Figure 1:  

1. Session data from other ground facilities may or may not be required to go through the MCC as a “gateway”.  This architecture must support both options.  

2. TDRSS (per LRO plans) is assumed to be able to communicate at lunar distances at very low data rates (~5Kbps)

3. Primary path as a vehicle makes transition from low Earth orbit to Lunar orbit is assumed to transition from TDRSS to DSN.  

4. For Lunar resources, primary path is DSN to Lunar comm relay to end point, however periodic DSN direct to lunar asset may be required for some operational scenarios.  

5. Permanent lunar station may or may not be a comm hub for nominal communications.  This architecture must support both options.  

6. Primary communications for lower-than-geosynchronous is presumed to be TDRSS.  

7. For “other ground facilities” see detailed end points list, as described in following sections.  

(ed.  Still to add…

Services and environmental characteristics that are common to all scenarios.

Architecture needs to still provide some (possibly degraded) level of service, even with loss of elements, whether there’s continuous coverage or not. )
1.2. End-to-end characteristics

This section describes characteristics that the architecture must deal with that apply to the whole architecture.  Following sections will address more specific characteristics for different physical areas that the architecture serves (ground, LEO, etc.).  

1.2.1 Services

· Want to do time synchronization, even with robotic elements.

· “Real-time” command & control from Earth [driving rovers, docking spacecraft]

· Security – gotta have it.

· Contingency operations, operations when there’s a unidirectional link in the path, range safety

· (add much more)

1.2.2 Environment

· One way light time < ~ 2s.

1.2.3 Data Types

Description of data types should be location-independent, hence that is in the end-to-end section rather than the following location-specific sections.  The architecture requirements should not preclude the delivery of any data types to any location.  Example:  No uplink voice needed on unmanned vehicles.  Later, we find that human voice control of robotic rovers is needed between lunar crew and the rover.  
· Command
· Telemetry

· Packetized voice

· Digital Video (NTSC, HDTV)

· (much work to be done here)

1.3. Ground (Terrestrial) characteristics

1.3.1 Ground end-Points that must be serviced

This describes the wide range of end-users, end-facilities, customers, and stakeholders that need to be satisfied by the architecture.  

· Spacecraft development facilities

· Spacecraft test & evaluation facilities

· Ground Processing Facilities

· Launch facilities

· Launch control facilities

· Range Safety facilities

· Launch vehicles on the ground

· Planning facilities (office environment)

· Planners at remote locations

· Crew trainers and simulators

· Mission Control Center (MCC) facilities

· Backup operations personnel at remote locations

· Off-duty operations personnel with pagers

· Relay through one MCC to another MCC

· Payload Development & test facilities

· Data Archive Facility

· Science Operations facilities

· Science user facilities (Universities, etc.)

· Ground Network facilities (DSN, etc.)

· Any of above facilities may sometimes be “lights-out”

· Remote scientists at home

· Public and news media

· Local civil authorities

· Astronauts’ families

· Landing facilities

· Other Agencies:  FAA, NOAA, DoD

· Water Recovery facilities (Navy ships, etc.)

· Search and Rescue teams

1.3.2 Ground Services 
These are representative services that are needed for those end-points and users listed above.  
· Transparent routing (like Grids?) 

· Distributed usage of resources (like Grids?)

· Remote distribution of command and control of science payloads to remote locations (university, home/office, garage inventors, etc.)  

· Time synchronization within and between facilities

· Security – Special problems for ground infrastructure, dealing with the Internet and assaults from earthbound sources.

· Contingency operations – What services kick in when the MCC goes down.  Etc.
1.3.3 Ground Environment

This environment description explains the external forces that must be dealt with by the architecture.  .  

· Network environment – usage of commercial services (ATM, etc.) and the resulting impact in terms of what protocols need to deal with.  

· Geopolitical environment – International operations drives multiple countries using same tools, but dealing with import/export regulations (only implement things that are exportable?)

· Physical environment – widely distributed, many environments.  Landing and recover operations are distributed globally, especially search-and-rescue operations in remote locations.   

· Computing environment – services and protocols must function in widely available computing platforms.  (Ed. specify OS’s?) 
1.4. Earth Ascent/Descent
1.4.1 Ascent/Descent End Points that must be serviced

This lists the vehicles serviced by the architecture during earth ascent/descent.  

· Launch vehicles (w/o crews)

· Launch vehicles with crews

· Payloads reporting health

· Descent vehicles (w/o crews)

· Descent vehicles (with crews)

1.4.2 Ascent/Descent Services 

These are representative services that are needed for those end-points and users listed above.  

· Quick transition of data routing between the pad mode (umbilicals) and liftoff
· Dump of stored telemetry (big file transfer soon after launch)

· Mostly concerned with health monitoring of the spacecraft itself, not too interested in the instruments.

1.4.3 Ascent/Descent Environment

This environment description explains the external forces that must be dealt with by the architecture.
· Physical environment
· Characteristics of changing comm mode between MILA and TDRSS

· Descent blackout period characteristics…  
· Computing environment onboard – services and protocols must function in currently available avionics platforms, and also those anticipated in the near future.  (Ed. specify OS’s?) 
1.5. Earth Orbit

1.5.1 End Points

· Space Network Facilities (TDRSS, etc.)

· Upper stage propulsion vehicles

· Free-flyer unmanned vehicles (science, cargo, etc.)

· Payloads on free-flyer unmanned vehicles

· Manned vehicles (CEV, etc.)

· Crew on manned vehicles

· Payloads on manned vehicles

· Crew in EVA suits

· Multiple spacecraft in rendezvous (automated, crew controlled)

· Multiple spacecraft docked to each other

· Relay through one vehicle to another

1.5.2 Services
1.5.3 Environment
1.5.4 Human earth orbit (merge with above sections?)

· More emphasis on QoS with crewed missions

· Starting now and continuing through all human activities, increased desire for ability to ship some data outside of the closed ground terrestrial network (e.g. to media, families of astronauts, …)

· For all elements

· How to know when you don’t have a path, and what to do about it

· [e.g. daemon running watches routing tables and if no path to X, has list of possible actions (bring up link, scream for help)]

· For all human elements, contingency plans for when things go all wrong

· QoS protection of ‘special’ data – first line of defense

· Ability to irradiate astronaut via 70m -DSN station.

· If astronaut uses 802.11 most of the time, what happens when they need direct-to-Earth voice/video/telemetry support?
1.6. Lunar Transit

1.6.1 End Points

· Upper stage propulsion vehicles

· Free-flyer unmanned vehicles (science, cargo, etc.)

· Payloads on free-flyer unmanned vehicles

· Manned vehicles (CEV, etc.)

· Crew on manned vehicles

· Payloads on manned vehicles

· Crew in EVA suits

· Multiple spacecraft in rendezvous (automated, crew controlled)

· Multiple spacecraft docked to each other

· Relay through one vehicle to another

1.6.2 Services
1.6.3 Environment
1.7. Lunar Orbit

1.7.1 End Points

· Space Network Facilities (Lunar Relay Orbiter, etc.)

· Upper stage propulsion vehicles

· Free-flyer unmanned vehicles (science, cargo, etc.)

· Payloads on free-flyer unmanned vehicles

· Manned vehicles (CEV, etc.)

· Crew on manned vehicles

· Payloads on manned vehicles

· Crew in EVA suits

· Multiple spacecraft in rendezvous (automated, crew controlled)

· Multiple spacecraft docked to each other

· Relay through one vehicle to another

1.7.2 Services
1.7.3 Environment
· Error rates at the top of the data link layer ~ 1e-6 – 1e-7

· We assume a reasonable amount of processing power and storage for spacecraft (~300 MHz power-pc-class, a couple gig of “disk”, ~128-512M DRAM, and an operating system)

· Outages (due to rain, say) can sort of show up as either planned outage (if you’re expecting them) or as errors (if you’re not).

· May not have connectivity, or bi-directional connectivity, even though one-way light time is low and link quality is good (driver for CFDP vs. ftp)

· Bi-directionality may be sort of erratic (always have downlink, only have uplink for a little while with long periods of outage)

· Outages due to rain, etc.

· Data rates may be asymmetric

· E.g. Data rate roughly symmetric ~ 100kbps

· E.g. 100kbs up, 125Mbps down (~1250:1)

· Station Ku is 5Mbps up, 150Mbps down

· Station may use 128kbps up (S-band) and 150Mbps down

· May have multiple (parallel) RF links with some duplication of data (multigraph)
1.7.4 Robotic Lunar Orbit (Merge with above sections?)
· Spacecraft in orbit around the moon.

· May have more than one spacecraft.

· When only one spacecraft, almost certain to have periods of disconnection.

· Store data and forward when in view of Earth.
· With more than one spacecraft, have the possibility of routing (layer-3), frame forwarding (layer 2+), RF-bent-pipe (layer-1)
· Short contact times with relay(s)

· Data types

· Science files (downlink)
· Housekeeping files (down)
· Real-time housekeeping / telemetry (down) [could include streaming video down]
· Command uploads (maybe some real-time)

· Software uploads

· Relay traffic (real-time relay vs. store-and-forward (MER-type))
· Definitely more data coming down than going up.

1.7.5 Human lunar orbit (Merge with above sections?)
· More emphasis on QoS with crewed missions
1.8. Lunar Ascent / Descent

· More minimal environment, not much going on except watching what’s going on.  Telemetry stream is mostly launch vehicle.

· Use QoS to change rules during this phase to ensure safety-of-life or mission-critical stuff gets through.

1.8.1 End Points

· Launch vehicles (w/o crews)

· Launch vehicles with crews

· Payloads reporting health

· Descent vehicles (w/o crews)

· Descent vehicles (with crews)

1.8.2 Services
1.8.3 Environment

1.9. Lunar Surface

1.9.1 End Points

· Crew in LSAM or habitat

· Lunar habitat systems (occupied or vacant)

· Crew during EVA

· Crew mobility system (moonbuggy)

· Unmanned lunar stations

· Autonomous robotic systems (stationary and rovers)

· Human-guided robotic systems

· Comm hubs as standalone stations or part of larger stations

· Science systems (at habitat, station or standalone)

· Crew or systems in safe haven (“escape pods”), in emergency mode

1.9.2 Services
1.9.3 Environment

1.9.4 Robotic lunar surface (pre-moon-base, no people)
· Robotic lander(s)/rover(s)/sensor network(s) on surface of moon

· Possibility of 0%, 100% view period to the Earth (for a lander)
· Rover might move in and out of view of Earth, Orbiter.
· If relay asset(s) available:
· Short contact times with relay asset(s)
· Possibility of 0%, 100% view period to the Earth (for a lander)

· When multiple assets in view of each other, possibility of ad-hoc local network among lunar surface assets
· Need for position location (esp. rovers)
· Same Data Types as above
1.9.5 Human lunar surface (plus robotic elements)
· This side of the moon or possibly the other side (get this from publicly available spiral-3 stuff)?

· Possibility of a pretty high rate, pretty stable trunk line to lunar base.

· Network-based storage?

· More Data Types

· Voice, video (1-way, 2-way, multipoint) [privacy stuff]

· Crew health data (normal monitoring + highQ telemedicint)
· Administrative data (timecards, etc.)
· Email, Web, …
· Video feeds from Earth (training, crew accommodations, …)

· More emphasis on QoS with crewed missions
· More ad-hoc networking required

· Use of 802.11-type links to astronaut suits, rovers, robots

· May have some 802.11 (e.g.) infrastructure pre-placed.
· Higher desire for increased RMA (reliability, maintainability, availability) (route around obstacles)

· Maybe a more symmetric environment in terms of data rates. (200:1?, 500:1?)
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Figure 1:  Cislunar Primary Data Paths
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