1 INTRODUCTION
1.1. PURPOSE OF THIS DOCUMENT
1.2. ORGANIZATION OF THIS DOCUMENT
1.3. DEFINITIONS
1.4. REFERENCES
1.5. BACKGROUND AND SCOPE
1.6. BACKGROUND
1.7. SCOPE
Adrian’s picture showing the cislunar communications protocol suite at the moon, the big yellow L of the Deep Space Backbone Communications Protocol Suite
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2 SCENARIOS (problem space)
what needs to happen, not how to do it.

Include stuff about environments with different scenarios.
2.1. Common stuff

Services and environmental characteristics that are common to all scenarios.

Architecture needs to still provide some (possibly degraded) level of service, even with loss of elements

whether there’s continuous coverage or not.
2.1.1 Services

· Want to do time synchronization, even with robotic elements.
· “Real-time” command & control from Earth [driving rovers, docking spacecraft]
· Security – gotta have it.
· Contingency operations, operations when there’s a unidirectional link in the path, range safety
2.1.2 Environment

· One way light time < ~ 2s.
2.2. Robotic lunar orbiter(s)
· Spacecraft in orbit around the moon.

· May have more than one spacecraft.

· When only one spacecraft, almost certain to have periods of disconnection.

· Store data and forward when in view of Earth.
· With more than one spacecraft, have the possibility of routing (layer-3), frame forwarding (layer 2+), RF-bent-pipe (layer-1)
· Short contact times with relay(s)

· Data types

· Science files (downlink)
· Housekeeping files (down)
· Real-time housekeeping / telemetry (down) [could include streaming video down]
· Command uploads (maybe some real-time)

· Software uploads

· Relay traffic (real-time relay vs. store-and-forward (MER-type))
· Definitely more data coming down than going up.

2.2.1 Ground (Terrestrial) infrastructure

· Multiple spacecraft may be able to share a single up/down link
· But any particular spacecraft will probably NOT have continuous access to the channel (continuous downlink may be more common, with scheduled uplink periods)
· Ground destinations of data may be wildly different (science data vs. telemetry)

· Science data might want to go someplace further than the control center.

2.2.2 Environment

· Error rates at the top of the data link layer ~ 1e-6 – 1e-7

· We assume a reasonable amount of processing power and storage for spacecraft (~300 MHz power-pc-class, a couple gig of “disk”, ~128-512M DRAM, and an operating system)

· Outages (due to rain, say) can sort of show up as either planned outage (if you’re expecting them) or as errors (if you’re not).

· May not have connectivity, or bi-directional connectivity, even though one-way light time is low and link quality is good (driver for CFDP vs. ftp)
· Bi-directionality may be sort of erratic (always have downlink, only have uplink for a little while with long periods of outage)

· Outages due to rain, etc.

· Data rates may be asymmetric

· E.g. Data rate roughly symmetric ~ 100kbps

· E.g. 100kbs up, 125Mbps down (~1250:1)
· Station Ku is 5Mbps up, 150Mbps down

· Station may use 128kbps up (S-band) and 150Mbps down

· May have multiple (parallel) RF links with some duplication of data (multigraph)
2.3. Robotic lunar surface (pre-moon-base, no people)
· Robotic lander(s)/rover(s)/sensor network(s) on surface of moon

· Possibility of 0%, 100% view period to the Earth (for a lander)
· Rover might move in and out of view of Earth, Orbiter.
· If relay asset(s) available:
· Short contact times with relay asset(s)
· Possibility of 0%, 100% view period to the Earth (for a lander)

· When multiple assets in view of each other, possibility of ad-hoc local network among lunar surface assets
· Need for position location (esp. rovers)
· Same Data Types as above
2.3.1 Ground Infrastructure & Environment same as above
2.4. Human earth orbit
· More emphasis on QoS with crewed missions

· Starting now and continuing through all human activities, increased desire for ability to ship some data outside of the closed ground terrestrial network (e.g. to media, families of astronauts, …)

· For all elements
· How to know when you don’t have a path, and what to do about it

· [e.g. daemon running watches routing tables and if no path to X, has list of possible actions (bring up link, scream for help)]

· For all human elements, contingency plans for when things go all wrong

· QoS protection of ‘special’ data – first line of defense
· Ability to irradiate astronaut via 70m -DSN station.

· If astronaut uses 802.11 most of the time, what happens when they need direct-to-Earth voice/video/telemetry support?
2.5. Lunar Transit

Pretty much like Human Earth orbit?
2.6. Human lunar orbit

· More emphasis on QoS with crewed missions
2.7. Lunar Ascent / Descent

· More minimal environment, not much going on except watching what’s going on.  Telemetry stream is mostly launch vehicle.

· Use QoS to change rules during this phase to ensure safety-of-life or mission-critical stuff gets through.

2.8. Human lunar surface (plus robotic elements)
· This side of the moon or possibly the other side (get this from publicly available spiral-3 stuff)?

· Possibility of a pretty high rate, pretty stable trunk line to lunar base.

· Network-based storage?

· More Data Types

· Voice, video (1-way, 2-way, multipoint) [privacy stuff]

· Crew health data (normal monitoring + highQ telemedicint)
· Administrative data (timecards, etc.)
· Email, Web, …
· Video feeds from Earth (training, crew accommodations, …)

· More emphasis on QoS with crewed missions
· More ad-hoc networking required

· Use of 802.11-type links to astronaut suits, rovers, robots

· May have some 802.11 (e.g.) infrastructure pre-placed.
· Higher desire for increased RMA (reliability, maintainability, availability) (route around obstacles)

· Maybe a more symmetric environment in terms of data rates. (200:1?, 500:1?)
2.9. Earth Ascent / Descent

· Dump of stored telemetry (big file transfer soon after launch)

· Mostly concerned with health monitoring of the spacecraft itself, not too interested in the instruments.
2.10. Ground Stuff [development, test & eval, integration]
3 COMMUNICATIONS REQUIREMENTS
Derived from scenarios

End users and endpoints

4 OPERATIONS CONCEPTS USING CURRENT ARCHITECTURE
How we would do the above scenarios with current capabilities, what we can do now and what of the scenarios would be difficult.

CFDP goes here?  It’s on the brink between current and future architectures.
Can have up to several seconds of processing in the ground network (station).

5 FAQs

· Do we want to have something other than IP to support XXXX traffic type?  [e.g. why not something separate for voice?]
· Do we need lunar relays?

· If yes, do they need to support IP routing on-board?  When does that become really helpful?
· How do I do blind commanding if I normally use MobileIP

· How does this work with SLE CLTU service, if I use SLE CLTU service to get stuff to the ground station?

· IP routing and not necessarily using multiple paths.

6 PROPOSED ARCHITECTURE
This document proposes an automated, layered, networked architecture for cislunar communications.

Target architecture is long-term goal, there are intermediate points and a reasonable growth path from current capabilities.

Layers are good.  Advantage of being able to swap layers in and out.
Lessons learned from MER: shoe-horning the relay operations in around the orbiters’ (primary) science mission is difficult.  Dedicated hardware for relay would be much better.  Orbits aren’t particularly good for relay either.
6.1. Advantages and Disadvantages of an Automated, Layered, Networked Infrastructure
Don’t mention IP here.

Automated, routed infrastructure.  Not just do things by hand.

If you have multiple spacecraft in view from the Earth and a single transmission hits all of them, it’s easy to multiplex IP-based traffic to the various spacecraft and have SpacecraftA have firewall rules that simply drop incoming packets for SpacecraftB.

Ability to multicast information (up) is a good thing.

Use the existing bandwidth better (can still fill the pipe with data _and_ protect critical data)

Advantages in C3I scheme where you were wireless, now you’re connected and things just work (but better).
6.1.1 Extensibility (Technology Injection)

Basic comms capability can support a lot of different applications and middleware (e.g. GRID, messaging middleware, …)
6.1.2 Scalability

Talk about scalability and why this is better than what we do now.

Complexity, cost.
Ability to accrete infrastructure, reuse existing infrastructure that’s already in space.

6.1.3 Risk Reduction

Mission risk: As long as I can see somebody to forward my data, I’m good (not relying on a single communications path, use redundant routers).
Program risk: good for the program, not necessarily for any particular mission.  Can capitalize on off-the-shelf systems and applications, reuse of operational procedures and ops concepts, reduce budget and schedule risk. 
Enable cross-support.

6.2. Disadvantages

· more software, more complex.

· People not (directly) in control of where every bit goes.

· Not necessarily optimized for near-term return (data return from a single mission, cost to any particular mission, …)
· Lose some control and insight into how data is moving in the network.

· For current missions already well-along in the design phase, re-engineering to support this would represent increased risk.
6.3. What this architecture requires from the underlying layers

Can we make the argument that we can function with a lower spectrum allocation due to better link utilization?

What requirements do we have with respect to data rate?
6.4. Connectivity (end-to-end connectivity vs. routed store-and-forward)

Sometimes you have contemporaneous end-to-end connectivity, sometimes you don’t.
6.5. Store-and-forward for (possibly) disconnected environments.

· Quick description of store-and-forward

· Security

· Multipoint delivery

· Requirements for store-and-forward

· Storage (probably lots and in a lot of places)

· Some sort of underlying communications (link, network, or transport)

· Can change underlying communications infrastructures and bridge between heterogeneous ones.

· Doesn’t have to be at every (underlying comm. Infrastructure) node.

· Applications and their expectations from the underlying network (need application support for delay-tolerance too).

· If applications develop to the store-and-forward API, then they can function anywhere.

· Application API – advantage of applications being able to work over long delays / network partitions.

· Here’s how to apply store-and-forward technology to particular scenarios (e.g. blind commanding, all the communications services things want, …)

· CFDP and DTN

· Options for providing (or not) store-and-forward in the ground station, relay spacecraft.
· Talk about progress reporting as messages move through the network.  Ability to kill a message sitting in a ground station?
· Talk about what the implications are for real-time messages (report on expected delivery time, message progress, …)

· What happens when a message arrives at a store-and-forward point and there is connectivity (goes right through, implications on latency)

· Planning and scheduling, exposing tracking schedules to store-and-forward routing algorithm (DTN/SLE interface)

6.6. IP
Some places will be able to run IP, and they probably will (cheap, mature, …)
6.6.1.1 Routing Protocols

We think we should use OSPF/RIP/XXX because…
6.6.2 Mobility
Talk about need for mobility support. Range of solutions for mobility (mobileIP, managed tunnels from control center, …)
Solutions for blind commanding (UDP, possibly source route to get to ground station)

6.6.2.1 IP Mobility (MobileIP)

MobileIP requires bi-directional path.  Ways to deal when you don’t have one:
· NGSI MobileIP extensions

· Source route to ground station (Internet might block IP source routed packets)

· Source route through static GRE tunnel (set up and maintain GRE tunnels to various ground stations, then source route through them in case of emergency)

Talk about how to do blind commanding if MobileIP is the main mobility solution.

6.6.3 IP Multicast (if we think it might be used)
6.6.4 TCP/UDP

6.6.4.1 UDP good for one-way links (blind commanding, downlink only)
6.6.4.2 TCP PEPs
6.6.5 Other Transport Protocols (RTP, SCTP, …)
Brief overview of protocols and what they’re good for.  Only include things here that we think will be used in the final architecture.
Note that while RTP runs over UDP, RTCP, the control protocol, needs TCP (bi-directional path).
6.6.6 IP Quality of Service
6.6.6.1 IP QoS Mechanisms

Briefly describe various QoS mechanisms – lots of references.
6.6.6.2 Recommended Approach:

CBQ using DSCPs as primary discriminators – make sure that ‘emergency’ traffic has reserved (though possibly shareable) bandwidth on every link.

RSVP to ensure that ‘high-priority’ things get through well.  Need to proxy RSVP information at the edge between controlled part of terrestrial network (where we can cause the routers to pass RSVP) and ‘the Internet’ if the path goes that way.
6.6.7 IP Security
Description of how IP security works – references.
Interaction between IP security and TCP PEPs.

Where security boundaries are imposed.
7 Ops concepts using the new architecture.

How we would do the above scenarios with the new capabilities laid out in section 5.

CFDP goes here?  It’s on the brink between current and future architectures.

8 Growth path (can be combined with New Ops concepts, _is_ New Ops Concepts, or what?)

9 Translunar [Move whatever’s here to the discussion of store-and-forward above?]
How the architecture might get reused around Mars, or other, and where this architecture might not apply.
How if you develop your applications to store-and-forward API, they keep working all the way to Mars over the automated store-and-forward architecture.

10 Recommendations (maybe break out into white paper?)

See why the new architecture is better?

Things that need to be developed

Prototyping / testing activities we think need to be done

11 CONCLUSIONS
Appendix A: Rejected Elements

Include here information about those protocols and elements that we think are NOT part of the solution, and why.
If we reject managed tunnels from the control center as a mobility solution, talk about that, e.g.
Augmenting IP to do DTN.
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