Robotic Lunar Mission Set Scenario
1. Purpose
This set of scenarios attempts to lay out a growth path leading to a fully developed cislunar communication architecture that supports multi-hop, networked communications.  It postulates a number of robotic missions that also serve to build and test the cislunar communications architecture in advance of crewed lunar missions.  This document begins with early orbiting lunar missions, and lays out a set of tests that can be performed during the missions' extended phases to examine different architectural choices.
Note: it may be better to simply describe a number of different communications scenarios ranging from 'barely-IP' to fully routed, not tying them to particular missions as is done here.  Something like: point-to-point missions, early networked missions, later networked missions?
2. Issues

2.1 Routing

Issues with routing.
2.2 Mobility

IP assumes a fixed relationship between IP address and location in the network topology.  Blah  blah blah.  Note the this is not an issue for downlink.

2.3 Security

Say something about security, with authentication, access control, and encryption being the big ticket items (probably not too much use for non-repudiation).  Can be external to cislunar model (imposed by someone else – a possibility for early missions) or not.  If not then we need to talk about how it is effected.  An issue for two assets meeting in space as well as for access control via the Internet.
2.4 Quality of Service

When it's needed, how to implement, barriers.
3. Early Missions
Early missions will likely not conform to the full CSI architecture, and will probably be available to test elements of the architecture only after their primary missions have ended.  This section describes a communications scheme that pre-supposes a space asset that was designed for legacy communications during its primary mission but that is capable of network (IP)-based communications.  It describes how one perform typical mission operations using concepts from the CCSDS cislunar architecture, and presents a set of measurements to help shape future mission concepts of operation.
We assume that the C&DH is able to process IP packets.  It may or may not be the case that on-board instruments can be reconfigured to handle IP data.  For initial testing, therefore, the C&DH will need to act as both a data source and a router.  This may in fact be very similar to how the main mission operates, since space missions often operate in either 'data gathering' mode or 'data communications' mode.
We further assume that the data link layer protocols used between the spacecraft and the ground are CCSDS-conformant, and that that will not be changeable during the extended mission.  The rationale for this is that the data link protocols are often implemented in hardware in the radio, and near-term missions will not want to test and fly multiple data link protocols.  Also, most major ground stations support CCSDS data link protocols.
There are immediately two possibilities once the data hits the ground station:

· Terminate the data link layer, extract the IP packets, and route them.  This is the approach under investigation by the Space Network IP Services (SNIS [SNIS]) project at NASA Goddard.
· Extend the space link to some other point (control center) via Space Link Extensions (SLE [SLE]).  Many current missions use SLE to terminate the space link inside a control center.
It is likely that, like current missions, early lunar orbiting missions will use SLE to extend the space link to a ground-based control center.  First tests of the cislunar network-based architecture will probably follow this model, so that the data link endpoints will be the orbiter and the control center.
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Figure 1: Space link terminated at the ground station.
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Figure 2: Space link terminated at a control center.
Figure 1 shows the endpoints of communication as the C&DH on board the spacecraft and a single computer or set of computers in the control center.  Figure 2 extends the (IP) endpoints to include networks that are connected to the control center via a closed, secure network.
3.1 Communications Scenarios
Commanding
This scenario supports two modes of commanding the spacecraft.  In the first, commands or command files are transmitted directly to the spacecraft from a computer inside the trusted perimeter on the ground.  This is the most direct model of spacecraft command, and would be the precursor to allowing PIs direct command over their payloads from anywhere on the Internet.  Commands are NOT (in principle) checked before being sent to the spacecraft.
In the second mode, command files must be deposited in some location in the control center.  From there they are forwarded to the spacecraft, possibly after being examined for correctness / harmful interactions.  This checking process could be manual, automated, or a combination.
Direct, File Transfer-Based Commanding
Commands, or command sequences, are sent to the spacecraft using a reliable file transfer protocol.  [CFDP, FTP, MDP] There will need to be some mechanism for 'kicking off' command sets once they reach the spacecraft.  Either they need to be loaded into a special place where a process on the C&DH looks for them, or there needs to be a separate command channel (port?) that can be connected to via the ground to instruct the C&DH to execute a particular sequence.

Transmitting commands to the C&DH for immediate execution over a reliable protocol such as TCP would be theoretically possible, but not necessarily advisable.  If the link were lost in the middle of the transfer, it might be difficult to determine which commands were in fact executed by the spacecraft and which failed to be received.  Also, because of TCP's ARQ reliability mechanism, the times between received commands could be variable.  Thus it is probably better to continue the current practice of uploading 'command sequences', verifying their correctness, and then invoking them en masse.
Command Drop-Boxes

Using this mode, command files are deposited in some pre-arranged location(s) for uploading to the spacecraft.  The process of actually uploading the command files to the spacecraft is carried out by a computer designated for that purpose.  This provides a 'choke-point' where commands can be examined to ensure that they are correctly formatted and that they do not adversely affect spacecraft operations.  Note that this checking process might be automated, manual, or some combination, and that the computer responsible for checking command files and forwarding them to the spacecraft does not necessarily have to reside in the control center.
3.1.1 Blind Commanding

There may be situations where some error condition prevents the spacecraft from transmitting.  A spacecraft tumbling out of control, for example, might not be able to close a TCP connection.  There are two options for attempting to get commands to such a spacecraft: UDP or a data-link-specific mechanism.
UDP does not require a return path, and hence can be used over simplex channels.  Using UDP would allow emergency commands to be handled similarly to other data.  Using such a mechanism, a simple 1- or 2-byte packet to a specific UDP port on the C&DH could be used to safe the spacecraft and to drive it into a known state.  The disadvantage of this mechanism is that sending a UDP datagram requires at least 28 bytes (20 bytes of IP header plus 8 bytes of UDP header).

Some data link layers have mechanisms for sending special 'out-of-band' data that could be used to effect a spacecraft reset.  Using a space Virtual Channel ID to signal a spacecraft reset (akin to using a specific UDP port # above) requires only 6 octets.
3.1.2 Unreliable Telemetry
For data that does not require reliable delivery, simulated instrument data are placed into CCSDS packets which are then encapsulated inside UDP datagrams at the C&DH.  Those datagrams are encapsulated in the spacecraft's native data link layer for transmission over the space link, and forwarded to a control center where the IP packets are extracted.
3.1.3 Reliable Telemetry
Data that must be delivered reliably falls into two categories: data that is already stored and data that is being generated and downlinked simultaneously.  Stored data can be transferred using any of a number of file transfer protocols such as the CCSDS File Delivery Protocol (CFDP), the Internet File Transfer Protocol (FTP), the Space Communications Protocol Specifications File Transfer Protocol (SCPS-FP), the Multicast Delivery Protocol (MDP, or its Internet follow-on NACK-Oriented Reliable Multicast, NORM).  In these cases the file transfer program would terminate in the C&DH, unless there is another spacecraft component that is capable of hosting it.
3.1.4 Mobility
Mobility in this scenario is handled by SLE, since it terminates the space link at the control center regardless of the ground station used to communicate with the spacecraft.  That is, the spacecraft can be assigned an IP address associated with the control center (more specifically, an address that will route to the SLE endpoint).  IP packets directed towards the spacecraft's address will be routed towards the SLE endpoint, where they will be encapsulated inside CCSDS AOS frames for uplink.
3.1.5 Security

In this scenario, security is implemented external to the mechanisms described here.
4. Middle Missions

Description of 'Middle Missions'.  Crewed flights that require additional services like voice and video.  Things these services require of the network in terms of bandwidth and QoS.

4.1 Voice Communications

The cislunar architecture envisions a single data network supporting multimedia communications, including voice.  Voice and video traffic have stringent network requirements, and there are also safety-of-life issues surrounding voice in crewed space missions.
4.1.1 VOIP

VOIP Requirements (latency/jitter requirements, SIP and SIP setup requirements, …)
4.2 Terminating the Space Link in the Ground Stations

This section describes a scenario similar to the above, except that the space data link is terminated at the ground stations.  For forward traffic, IP datagrams are encapsulated inside data link frames at the ground station, and IP datagrams are extracted from the return traffic and released onto one or more secure networks.  See if Dave Israel has a few paragraph overview of SNIS.
5. Future Missions
6. References
[SNIS]
Space Network IP Services project, NASA Goddard Space Flight Center (http://scp.gsfc.nasa.gov/snis)
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