Why Use Network technologies in Space?

The following questionnaire was sent out to a list of experts in communications and networks:

Greetings <Name>,

The Space Communications Project at the NASA Glenn Research Center have been actively working on a new space communications architecture that uses modern networking technologies and protocols to autonomously route data between any nodes on the network. It is our contention that modern networking techniques will lead to considerable savings in mission operations costs because inter-nodal communications enable autonomy in operations and the routing of data. Additionally, we expect reductions in space flight hardware development costs due to: 1.) the very large amount of existing interface and protocol design in the commercial arena, and 2.) the ability to use existing COTS test equipment and facilities for development phase testing. 

There are concerns within the Space Communications Architecture Working Group (SCAWG) that networking is not necessary to the upcoming Human and Robotic Exploration of Space missions to place and assemble the Crew Exploration Vehicle (CEV) in space, move the CEV to the Lunar vicinity, land robots and habitats on the Moon, land humans on the Moon, assemble structures on the Moon, and explore the Moon. 

The contention is that if there are only 10 nodes, humans and robots, to communicate with, why use network technologies?

Please see the short questionnaire below, (please just answer below in a reply to this email):

1. Our leading question to you is, what do you think?

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA),  how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS?

3. Eventually the missions focus on human landings on the Moon and later on Mars. The Moon is to be the practice ground for the Mars missions. The need for networking on the surface is quite strong, we think. What do you think?

4. What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration?

5. Please note any other comments you might have.

We would like to include your name, your answers, and comments in a short report to the SCAWG tomorrow (9/9/2004) as expert opinion on the use and implementation of networks.

May we use your name and responses in the report to the SCAWG?

Thank you very much for your time and inputs. We may also call you,

Jeff

Jeff Hayden

303-703-6911 office

720-320-1568 cell

303-703-6916 fax

jlhayden@earthlink.net
The following replies have been received to date:

1. Our leading question to you is, what do you think?

 Networking will still be important and valuable even with a limited number of "hosts" or attachment points, for several reasons:
a. You need most of the functionality anyway, and you will benefit from the lower cost and risk that comes with widely used and tested protocols and equipment designs, rather than creating your own specialized or optimized versions. 

b. Even if you have few active hosts, you will need lots of potential attachment points (ports) on a LAN in the habitats or CEV.  Or you will need wireless local networking.  You will want to plug and unplug the equipment at various points, or use it while roaming around.  That means all the intermittent connectivity and mobility issues must be covered. 

c. Links to relay satellites and/or to ground stations, and to other potential CEVs up at the same time, will change over time, and you need some preferably automatic means of switching and maintaining connectivity over the long-distance links, that will be transparent to the end devices.  That is a key payoff of the layered networking protocol stack.

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA), how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS?
See above points
3. Eventually the missions focus on human landings on the Moon and later on Mars. The Moon is to be the practice ground for the Mars missions. The need for networking on the surface is quite strong, we think. What do you think?

 I agree. 
4. What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration?

 As the geographic distribution and number of active sites/units increases, the above reasons just get stronger.

Carl Sunshine

Aerospace Corporation

Carl.Sunshine@aero.org

The contention is that if there are only 10 nodes, humans and robots, to communicate with, why use network technologies?

If that's the extent of NASA's vision for its program of "Exploration", you don't. We did that in 1969 with Apollo, when many of the communications links weren't even digital. Shackleton did it fifty years before that without *any* communications support.

Adrian Hooke

JPL

Adrian.J.Hooke@jpl.nasa.gov
(818) 354-3063

1. Our leading question to you is, what do you think?

I would like to respond with a few questions of my own.  If the answers to my questions seem obvious, then that is sufficient reason to ask them.  I hope this will be helpful.

So, here goes....

What, other than networked communications models and technologies, would provide cost-effective, flexible, adaptive, and scalable communications?  Would the non-networked, managed, point-to-point models meet these tests, and be seen as a credible choice for the NASA exploration ventures that will extend from today into the next 30 years?  What kinds of technologies and standards are fresh-outs familiar with?  How does the talent base compare for communications technologies, including security, that are aligned with industry standards versus those that are not?  What are the risks of using technologies when the talent base is small?

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA),  how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS?

Why did the astronauts adopt off-the-shelf, networked communications technologies and standards on ISS and Shuttle?  How cost-effective and flexible would their communications be if only managed, point-to-point, non-routable comm models had been available?

What degree of communications flexibility, adaptability, scalability, security, and cost-effectiveness are required by advanced, multi-node mission concepts (including multiple interacting assets on lunar/planetary surfaces)? Can these needs be met scalably and cost-effectively without a networking approach based on industry standards?  Can significant automation of such missions be achieved cost-effectively by using only managed, point-to-point, non-routable comm models?

James Rash

GSFC

james.rash@gsfc.nasa.gov
(301) 286-5246

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA), how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS?

Networking will be critical as we move into a world in which all subsystems are directly addressable. In a clean systems-of-system approach, one can easily see that component subsystems may require their own addresses. Thus each system with a primary communications link may be comprised of dozens, or hundreds, of subsystems. Requiring a complex C&DH on each subsystem, instead of a simple routing to each component node, would be inefficient and go against modern approaches to industrial command and control. Indeed, this is one of the main reasons the IPv6 standard has come about.

Adding full networking will enhance reliability, build on COTS capabilities, maximize matching of form and function, and minimize software complexity. A CEV-class system can expect to have hundreds to thousands of network nodes, albeit maybe only a dozen or so primary communicating subsystems.

Lack of networking would induce serious mission failure risk, coupling in-house software development to critical communications, and making multi-layered, redundant, communications difficult to implement. Thus lack of networking would seriously impact mission success, and reduce the ability to implement a spiral engineering methodology for the systems of exploration systems design.

4. What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration?

In addition to the above issues, planetary exploration communications require significantly more networking. The NASA Haughton-Mars Project (HMP) has only been able to implement field communications for analogue planetary exploration in an affordable fashion utilizing network technology (IPv4 networking). In addition, organization requiring critical communications (military, homeland defense, disaster response, police, fire, ambulance) are moving to network-centric technologies due to the heavy requirements of communications in a field-oriented environment. All of these requirements are present in the planetary surface exploration environment, including on the lunar surface.

In the planetary surface environment, long-range distributed sensor networks will be required, with multi-way (many to many) inter-operating communication links to human systems (habitat, rover, spacesuit) and robotic systems (tele-operated and autonomous). Large-scale systems such as habitats, rovers, spacesuits and robotics will be comprised of many subsystems. Many thousands of communication sessions may be open at a time. These will include high-speed connections for audio, video, critical and housekeeping telemetry and telecommand, and many other forms of communication.

The complex interacting system, with manyfold communications, will place significant conflicting quality of service requirements on the communication infrastructure. Modern networks deal with these conflicting quality of service requirements with constantly evolving protocols and routing techniques. Using modern network technology will allow the use of these COTs solutions for delivering mission-critical infrastructure in a scalable fashion. Without network technology, new mission-critical quality of service requirements will require in-house development, greatly increasing the probability of mission failure.

In addition to the above, modern RF communication technologies for broadband data communications are all moving towards network-centric communications (IPv4, IPv6, etc). Without the use of a network-centric approach, the data link layer of these advanced COTS technologies will need to be modified to be usable for space work. This is a critical issue in the planetary exploration environment, where advanced radio technologies are required for solid long-range, non line-of-sight, high-bandwidth, communications (of the type that has been successfully deployed at NASA HMP). This significantly increases cost, and moves exploration systems work away from being able to utilize COTS. Given the multi-trillion dollar technology investment in the world's telecommunication industry, failure to use a network-centric approach, and easily utilize emerging RF data communications standards, will move NASA exploration systems work into a technological backwater, that cannot be balanced by achievable levels of increased funding. Network-centric communications will, on the other hand, allow full utilization of many advanced technologies.

Network-centric communication will move planetary exploration into a highly-flexible model, in which new technologies can be rapidly integrated. This will allow new solutions to be developed in a solid spiral engineering approach, and fully support the technology tree required in a systems of systems approach. Highly redundant systems will be possible, using small processors, small memory, and standard, industrial quality, communications software and hardware. The system of systems will be flexible in the development phase, but also flexible in the operational phase.

Please note any other comments you might have.

One big issue will be HQP. An architecture that is not based on generic approaches is one that is complex to develop expertise for. Using modern standard network-centric technologies will mean the availability of many qualified engineers, with decades of experience, who may wish to work at NASA, or may be available to work in the commercial industrial base. Many of the space qualification issues move to purely hardware, and the significant software expertise in the modern telecommunications and server computing industries becomes available for spaceflight work, thus enhancing the use of US and partner nation's industry in spaceflight.

We would like to include your name, your answers, and comments in a short report to the SCAWG tomorrow (9/9/2004) as expert opinion on the use and implementation of networks.

May we use your name and responses in the report to the SCAWG?

Yup! Probably mention that I do both the space exploration network research but also critical network for emergency management/disaster response. What I'm saying is what almost every other major player in the critical comms world is finding.

Stephen Braham

Director PolyLAB

Simon Fraser University

Vancouver, BC, Canada
warp@polylab.sfu.ca
(604) 268-7981
I do not see how I can comment on the mission benefits of networking.  My work is in the area of networking, and my applications knowledge is in terms of military missions.  I think it would be inappropriate for DARPA to advise NASA on the subject of how to best execute human space exploration. 

I think your questions all think of networking in terms of connecting manned platforms.  Certainly our military interests include connectivity to and through unmanned platforms or devices, such as remote vehicles, deployed sensors, relays, etc.  While it is true that the number of manned nodes is small, the potential number of unmanned nodes is much less constrained.  There is also the question of the "level" at which devices exist in the network.  Is the networkable entity the spacecraft, or much lower?  A biosensor itself may see a very dynamic network environment, as it would obtain connectivity through a space vehicle WLAN, via a space suit during an EVA, and perhaps a planetary base WLAN at another time.

Sent from my BlackBerry Handheld.  Sorry about any typos (typos corrected - JLH).
Preston Marshall

DARPA

pmarshall@darpa.mil

To which the following reply was sent:

Preston,

I understand your concern with advising NASA, however, we are looking for inputs on networking, and you are an expert in that field in applications that are somewhat similar those the military has to address.

We are not looking just at networking for manned missions. In fact this whole Human and Robotic Exploration Mission Vision is to be based on and developed using the military's spiral development techniques. We are supposed to conceive system of systems designs for all aspects of the mission vision, including propulsion, habitats, space transport vehicles, power, etc., as well as the space-ground communications infrastructure.

We expect to begin development of the communications systems in support of the robotic mission for assembling the parts of the CEV in-space and for placing support equipment on the Moon before humans arrive. Then as human missions are flown, the communications infrastructure has to grow to meet the needs of those humans. We expect tele-operated and autonomous robots to play big parts in the in-space assembly of the CEV and the assembly and construction of Lunar bases. There will also be sensors placed around areas of construction and exploration - similar to sensors you may be interested in, I expect. We also will be deploying in-space communication relays to provide connections from the CEV to Earth and from the Moon surface to Earth - again, somewhat similar to your needs.

There will be a need to transport voice, video, and data bidirectionally from the CEV and the Moon base(s) to Earth. At those locations, it will also be necessary to support local communications between humans inside and outside the CEV or habitats on an ExtraVehicular Activity (EVA) as well as picking up various sensor data.

So the question is, is it worth using networking technologies in these situations, or should NASA deploy the point-to-point communications systems so many are familiar with?

All parts of the mission would be affected by the means settled on for communicating. If networking is chosen, it will become ubiquitous and the prime means of inter-communicating for voice, video, data, commands, control, etc. Spacecraft would all adopt conforming networks to move data on-board and to control the spacecraft.

The follow-up answer:

The questions ask for thoughts on what NASA "needs", and this is not something I can comment on.  The counter proposition says that there are ten nodes, in which case you probably do not need much technology!  If you are going to have hundreds of nodes AND the relationship among them is not simplistic (keplarian motion) then you are in the broad territory that DoD is researching, and beyond what "hard coded" logic can achieve.  Our networking is driven by the transition from predictable connectivity to opportunistic connectivity.

Preston Marshall

DARPA

pmarshall@darpa.mil

1. Our leading question to you is, what do you think? 

· My recommendation is to use network technology on this mission. 

· Network technology provides as a minimum: reliability, redundancy, bandwidth-on-demand capability, and packet switching. 

· With the advent of IPV6, the “10 node “ assumption becomes obsolete. IPV6 allows for an IP address to be assigned for each piece of electronic equipment, no matter how small. This will allow data to be packet routed to multiple sites depending on who needs the information. For example, the rover engine diagnostics can be routed to the earth maintenance team while the rover camera data can be sent to mission control, or to the helmet visor of the astronaut. This complex routing capability is not practicable with standard point-to-point serial-based networking.

· The ability of the astronauts or smart equipment to pull and push data is enhanced. Networking will allow real-time distributed databases. 

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA), how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS? 

· As stated above, networking enables the routing of data to multiple users or systems. This significantly enhances the science missions. Scientists can transparently access data from lunar sensors, space-based sensors, or even earth sensors and databases in order to complete their analysis.

· The ability to assign individual IP addresses to equipment opens up the earth and Lunar crews to tailored data that would be inaccessible before except as post-analysis reviews. 

· Safety would be significantly enhanced. By accessing  monitoring data from multiple instruments the data can be correlated in a real-time fashion. Alarms and set-points can be established to warn the crews of data that is trending out of specification. This will enable the crews to take proactive measures before there is a failure. 

· The use of web portals and other data push-pull techniques will allow customized portal web pages for each member of the crew, and even provide customized screens to the monitor in the crews helmets. This will enhance the situational awareness of the crews.

3. Eventually the missions focus on human landings on the Moon and later on Mars. The Moon is to be the practice ground for the Mars missions. The need for networking on the surface is quite strong, we think. What do you think? 

· Absolutely! 

· By establishing a well defined network system administration on the Lunar and Mars surfaces, and utilizing the space assets as “routers-in-the-sky”, the Earth-Lunar-Mars network will provide significant capability and flexibility.

· Bandwidth –on-demand is a very important capability that networking provides. With the limited long haul comms bandwidths it is important to schedule bandwidth interactively with the data being shipped. 

· In a conventional communications system , the bandwidth is set. Therefore there is wasted bandwidth on the network. With proper utilization of network technology, the bandwidth can be 100% utilized, data can be prioritized and bandwidth can be guaranteed. Quality of Service will also be enhanced.

· By providing standard cots monitoring tools such as CISCO Work, HP Openview, etc… the communications networks can be monitored and controlled with a high fidelity. Alarms and trending can be established and network security can be significantly enhanced.

4. What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration? 

· The mission paradigm will be dramatically altered. No longer will Mission Control have an exclusive link to the crew and telemetry. These missions will rely on significant data transfer to/from research organizations, maintenance facilities, schools for interactive lessons, news organizations, etc… 

· Voice over IP (VOIP) will provide significant voice communications capability, while standard web cams will enhance net meetings and science conferences.

· By networking the science equipment, significant data inter-relations can be realized without the usual tedious analysis. This data will be combinations of individual analysis tools, rover –based sensors, Lunar space based sensors and Earth or Mars space or land based sensors. 

5. Please note any other comments you might have. 

· With the advent of IPV6, the ability to network any electronic device has been enhanced. This changes the paradigm from all data passing through a few centralized nodes to a paradigm of hundreds of completely interactive devices freely communicating with each other. 

· Point-to-Point routes will have to be established because of the long distances involved. These, however can also use network packet routing through the use of ATM or UDP/IP routing.

I believe that NASA will once again set the state of the art in developing this network! The Lunar mission provides a clean slate to establish this advanced network.
Dr. Richard A. Russel

Chief Architect 

Satellite Control Network Contract

Rich.Russel@afscn.com
(719) 573-6489

1. Our leading question to you is, what do you think?

I think the use of networking is a given for all the reasons you've stated.

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA),  how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS?

use of commercially developed standard technologies and protocols.  More automation, cheaper test and integration, easier expansion/integration of new technology, etc.  all the usual reasons.  The question is really "why wouldn't you?"
Eventually the missions focus on human landings on the Moon and later on Mars. The Moon is to be the practice ground for the Mars missions. The need for networking on the surface is quite strong, we think. What do you think?
There will be extensive use of wireless LANs on the surface of the Moon and hopefully Mars one day.  These systems will be as much like the earthbound commercial counterparts as possible.
 What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration?
same answers as above.

Please note any other comments you might have.

I recommend you get inputs from Steve Rader of JSC and Keith Scott of Mitre too. I think the arguments for networking are obvious.  I'd rather respond tosomebody's arguments about why it shouldn't be used.

David Israel

GSFC

david.j.israel@nasa.gov
(301) 286-5294

1. Our leading question to you is, what do you think?

From looking at this issue for a while, I believe that the Space Communications community would be doing a disservice by ignoring the potential gains in productivity, capability, and compatibility that basing the communications for exploration on modern networking technologies are expected to bring.  That does not mean there will be no problems.  Rather, the gains to be expected far outweigh the improvements that will be necessary to make these ready for spaced exploration needs.  In actuality, the market demands to apply these modern technologies in ways that were never intended by the original protocol designers will also solve many of the problems encountered in the space exploration environment.  The sensor developers are moving towards producing many “network ready” sensors.  If the space exploration community wishes to ignore the development trend in sensor development, then we will pay more to develop and test the hardware and require duplicate, non-compatible communications techniques that will only replicate the infrastructure that can be leveraged by using commercial-based networking standards.
2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA), how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS?

I would expect that by using modern networking techniques, we could more easily integrate voice, video, and data transmissions.  From what I remember of how the communications were designed for current EVA suits and shuttle/station, these were always separate services requiring separate hardware and signal paths.  Imagine how the data system for an EVA suit could be better configured if we used something like modern cell phone technology where voice, image, and messaging are all integrated.  I would expect that the efficiency will come from not requiring separate systems (and power, and cables, and antennas) to support each service.

3. Eventually the missions focus on human landings on the Moon and later on Mars. The Moon is to be the practice ground for the Mars missions. The need for networking on the surface is quite strong, we think. What do you think?

Again, if we think in terms of the integrated networking available with common cell phone, wired (VoIP), and 802.xx protocols allowing data systems to have a rich set of services, unattended routing, and ad hoc networking services that will be coming on-line over the next several years, then we would be wasting a great deal of effort to create equivalents to these services that I would expect the science and astronaut community will want.  From the science investigators I know, they will wish to set up pre-cursor experiments on Earth.  They will want to run these experiments in the same manner as on the Moon or Mars.  They will want modern networked services as they operate the pre-cursor studies and in connecting back to their home labs.  If one “tests as you operate/operate as you test,” then these services will be required to keep the customers happy.  Even if the number of nodes is relatively small (< 50), the users will still benefit from having a rich ser of services for integrated voice, video, and data.

4. What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration?

As I mentioned above, there are some problems in using current wireless technologies “out of the box.”  Our 802.11 experiments show that rovers operating with antenna heights of 1 – 2 meters will have massive multipath problems.  There will need to be mitigation efforts to adjust the protocol for these effects.  Running full experiments on the Moon will help make these networking protocol adjustments ready for Mars.  The lunar environment will give the ability to test not only the networking protocols for the surface but how they can integrate with the backbone infrastructure before extending the network to Mars where new challenges will come up (distance, major solar outages, etc.)

Please note any other comments you might have.

We proposed doing this kind of work in our NOI but got shot down – you may not want to include this comment in your report!

Stephen Horan, PhD

Professor and Chair, Telemetering and Telecommunications Program

Klipsch School of Electrical & Computer Engineering

Box 30001, MSC 3-O

Las Cruces, NM  88003

Ph: (505) 646-4856; FAX: (505) 646-6417

There is a critical need to move from the labor-intensive, Earth-based ‘hand-crafting’ of mission links to a multi-layered communication architecture that utilizes the same underlying physical connections between space and Earth to enable bi-directional, multi-channel, multi-application connectivity with autonomous setup and management. Links on the planetary surface and onboard the vehicle should be networked locally to the largest practicable extent utilizing commercially-available networking technologies, standards, and interfaces – and the links between spacecraft/off-Earth domains and Earth (which will always be precious) should utilize standards-based network transports to the largest practicable extent in order to minimize the need for costly and complex gateways and human intervention. So it’s not just that networks are needed for intra-ship, EVA and surface-based communications, but the underlying networking technologies and protocols are also needed between space-based assets and the Earth, even if those links are very few in number.

Further, as a result of building in situ standards-based local networks, it won’t be necessary any longer to send all communications back to Earth in order to support applications that are limited to the distant domain. This will further minimize the reliance on the precious space-to-Earth links and reserve those links for more relevant applications linking space-based assets and Earth. Astronauts and instruments want to communicate with each other on the vehicle, or on the surface of the Moon/Mars, and not necessarily always back to Earth.

David Beering

Principal

Infinite Global Infrastructures, LLC

drbeering@igillc.com
(630) 562-2427

1. Our leading question to you is, what do you think?

Check the attached presentation, for the communications scenario we will eventually have on Moon and Mars

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA),  how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS?

One cannot and should not expect a well behave terrain (flat, no obstacles, etc.) between the humans/robots working outside and the base station. the small robots, in particular, will have their transmitters and antennas very close to ground and the propagation channel could easily behave as a 10^(-3.5) or even 10^(-4) attenuation with distance. In addition, a small elevation or rock can easily isolate  these nodes from the base station.  In this case a relay/ad-hoc strategy would be strongly recommended. 

3. Eventually the missions focus on human landings on the Moon and later on Mars. The Moon is to be the practice ground for the Mars missions. The need for networking on the surface is quite strong, we think. What do you think?

I totally agree. Another point, a simple visual inspection of the types of channels (i.e., attenuation behavior), and different propagation distances in the scenario of Slide #2, make apparent the need of not only “networking,” but also the need of ad-hoc networking among heterogeneous (as far as power and antenna aperture) units. It is also apparent  that support for variable rates(over two to three orders of magnitude) may be also strongly recommended). In this case wireless technologies (as per today’s standards) may not suffice.
4. What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration?
I don't think current wireless standards can do the job. There are no real standards for ad-hoc networking yet. And there are no standards for point-to-point or ad-hoc networking that can handle the different distances (and attenuations) we will find in a scenario as in slide #2.

In addition we have always to think on backup strategies. What about if a human/robot cannot communicate with the base station. Should we give them the opportunity to re-establish contact with the base—albeit at a much lower data rate—through an eventual orbiter around Moon/Mars?

Marcos Bergamo

BBN Technologies

mbergamo@bbn.com
(617) 873-4294

1. Our leading question to you is, what do you think? 

This is another example of short sighted thinking. Implementing a comm system for 10 nodes using point-to-point link technology may be more expensive than a 10 node system using network technology. As we proceed into the future we are then stuck with an infrastructure that is Just A Bunch Of Links (JABOL). It will be totally non-scaleable and every time someone needs a new comm link to an experiment, or a new type of data transferred to or from an existing node, we will incur increasingly higher costs to incorporate the new capability. The network approach will be no more expensive and will allow tremendous flexibility and plug-and-play compatibility. 

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA),  how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS? 

At this time we have only very rudimentary comm to and from the suits. In the future it would be nice if there was a network interface on the suit so that smart test equipment and tools could be plugged in and have the data seamlessly included in the existing suit telemetry transmitted to the ground. No new interfaces, no new comm links, just plug it in. 3. Eventually the missions focus on human landings on the Moon and later on Mars. The Moon is to be the practice ground for the Mars missions. The need for networking on the surface is quite strong, we think. What do you think? I cannot imagine any scenario other than some form of wireless LAN on the moon that would satisfy the comm requirements for an affordable cost, be reliable, sustainable, and scaleable. 

4. What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration? 

Using a standard network architecture provides a much simplified and robust system. It provides an infrastructure that is independent of the kind of information that is transported by it, and has identical interfaces and  capabilities to ground networks which simplify and lower the cost of software development. It also allows the inclusion of new capabilities without large engineering changes to the infrastructure. 

Ron Parise (Prior astronaut)

GSFC

Ron.Parise@gsfc.nasa.gov
(301) 286-3896

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA), how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS?

1) It is possible that any two node on the surface may not communicate directly due to obstacles, or communication capabilities (such as radio range, remaining power etc., or failure of the direct link). In these cases, collaborative communication, i.e., networking, becomes of great importance in maintaining the successful and seamless communication among the in-situ entities.

2) For the scenarios, where many of these entities (humans, robots etc.) would like to simultaneously communicate with each other, then individually established and controlled point-to-point links between these pairs would lead to significant communication inefficiency and even failures. Therefore, networked approach (with a common/adaptive communication control protocols) would be imperative to coordinate the simultaneous communication attempts among the nodes via networking technologies (such as resource management, access control, flow control, route selection etc.) and hence to meet the communication requirements of these space missions.

3) Finally, when the number of nodes is relatively high, the need for a networking approach will be inevitable. Therefore, the nodes that will be first deployed must be equipped with networking capabilities in order to enable the future transition to networked communication approach.

3. Eventually the missions focus on human landings on the Moon and later on Mars. The Moon is to be the practice ground for the Mars missions. The need for networking on the surface is quite strong, we think. What do you think?

Yes, I strongly agree with your assessment.

Since the Moon mission will be some sort of testbed/experiment environment of Mars mission, it is very likely that there will be many nodes deployed and there will be a need for networking on the Lunar surface. Collaborative communication/networking among in-situ entities at lunar surface would also enable autonomous control to avoid the long propagation delays, especially for the missions (such as human landings) that need fast response and minimized risks.
4. What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration?

In the Moon mission, there will be a high demand for networking between many nodes deployed on the surface, orbiting nodes around the moon, as well as the Earth satellites and ground units. 

On the surface of the Moon, standards-based networking capabilities would help achieve reliable and high performance wireless communication between the nodes using well-established wireless networking technologies (such as WLANs or mobile ad hoc networking technologies). This will lead to reduce the costs, decrease in time spent for the communication during the mission (and hence the overall mission duration). Also, the distributed and autonomous nature of the current standard-based networking technologies avoids the need for human intervention in the communication between the nodes, which would further improve the overall success in addressing the communication needs of the mission. 

Note that SENSOR NETWORKS can also be used/applied in both exploration and construction process, which would also improve the efficiency in gathering the data from the environment via a collaborative effort of many sensor nodes distributed, in addition to minimizing any risk for the crew during exploration. 

The bottomline is that the networking on the surface of the Moon will provide more reliable communications for commanding, guiding, information collecting, and data transmission. 

The advantages include high reliability, autonomy, flexibility, and information sharing. If the communication is reliable between the robots and the crew, then the amount of time that they must spend on EVA can be significantly reduced. 
5. Please note any other comments you might have.

We would like to include your name, your answers, and comments in a short report to the SCAWG tomorrow (9/9/2004) as expert opinion on the use and implementation of networks.

Dr. Ian F. Akyildiz

Ken Byers Distinguished Chair Professor in Telecommunications

Director of Broadband and Wireless Networking Lab

School of Electrical and Computer Engineering

Georgia Institute of Technology

Atlanta, GA 30332

Tel: 404-894-5141

Fax: 404-894-7883

E_mail: ian@ece.gatech.edu
E-mail correspondence between Tom Linsky (GRC) and Michael Hadjitheodosiou of U of MD.

Tom : Thanks very much for your response. We appreciate you taking the time to do this on such short notice. What you have provided will be quite useful. The question we would like to study is what networking offers to Lunar missions, which will typically consist of a relatively small number of nodes (4 humans, 4 robots, rover, habitat,  lander).  There will probably not be more than two missions ongoing simultaneously.  Specifically we are looking at the backbone link (i.e. from L1, L2, from the Lunar surface, or from Lunar orbit to Earth) but any inputs related to proximity networks on the Lunar surface would be good as well.

Michael: I had not thought about this in this specific context so let me see if I can give me my opinion in some of your points, again on a first look without having thought about these options or architectures in greater detail.  If I can think of more specific issues that are important in the future I can get back to you.

Tom: The alternative (as far as I can tell... I haven't been able to find very good information on this, and my knowledge of physical layer concepts is not very good (I'm more of a networking guy) so please correct me if any of this is horribly wrong or doesn't make sense) is an infrastructure which allows simultaneous access to links using modulation and media access schemes such as CDMA.

Michael: I assume you refer to the link from the surface or from orbital locations around the moon to a relay system over the moon?

Tom: Satellite relays in this scenario are limited to simple bent pipes which use an autonomous tracking and pointing system to ensure that physical links are available.

Michael: Bent pipe meaning there is no switch on-board but several  multiple access solutions can still work for sharing the link - they work on most GEO satellites around the Earth today and they are essentially all bent pipe satellites.  Essentially you can share the channel among the users on the surface or orbit, collect the signals on the relay and send it back to TDRSS or the Earth on the other way.

Advantage over communications on Earth is the absence of atmosphere, rain, other effects, meaning that the channel will be better, power performance better, channel error rate lower etc.

Tom: In this scenario, communication from an astronaut on the Lunar surface might thus occur like this:  an astronaut uses an omni-directional antenna to send data to a relay satellite orbiting the Moon.

Michael: Even with a better channel an omni antenna will provide limits on bit rate.  If a directional antenna can work that will give you a benefit in TX rate.

Tom: Nodes are identified through modulation schemes.

Michael: I am not sure why this needs to be done by modulation only.  CDMA is one possibility, Space Division MA (SDMA) , OFMA or combinations with TDMA are all possibilities.

Tom: Data coming to the satellite is then sent across the link to Earth, where it is received and processed. CDMA will allow the astronaut to send over the link on-demand  whenever he/she chooses as long as a physical link to a relay is present. The questions that we are trying to come up with a formal answer to is:

Michael: Essentially no matter what Access scheme is defined, for the number of users you have you can determine performance guarantees that will allow at least a minimum access for critical operations, including redundant paths and availability guarantees.

Tom: What will IP networking provide that cannot be provided in the scenario as described above after modifications?

Michael: It depends on the applications that need to be supported.   If your applications are IP date related at the source it might make sense to use an IP enabled infrastructure end to end. This also avoids the hassle of translations/interfaces etc at different parts of the network.

Scalability could be an advantage in an IP networks if your number of users keep changing, but if the network size/nodes will remain static and controlled for a while if you split your bandwidth accordingly you are OK regardless. The simplest solution is of course to dedicate bandwidth or time to each user at all times!

Tom: When do problems start to arise due to the fact that only bent-pipe relays can be used, and what are the problems that arise, if any?

Michael: There will be no problems, just bigger delays and performance issues compared to using more advanced/switching satellites. The disadvantage of using these newer on-board processing satellites on the other hand is higher risk of failure, higher weight for satellites which could be prohibitive, much higher cost.

Tom: How does IP networking/routing solve these problems?

Michael: Only in the context of scalability/adaptability to accommodate users and/or new services.  other than that you can have an even better performance with the previous solution.  Also see my earlier comments on this.  Finally, the ability to incorporate wireless Internet advances that are happening every 3 months here on Earth today.

Tom: At what point (number of nodes/missions) does the above notion of a system begin to fail in performance compared to an IP network scenario?

Michael: Difficult to tell without detailed study of architectures and traffic, which is critical. Not just network size but location and traffic activity can be very important.  Since predicting the evolution of such a system 15-30 years down the line is impossible, careful study know is important.

That's what CODE T should be doing right now, its not just a question of closing the RF link and everything will run!!!

Tom: Think about how an IP network will pay real dividends over the above system in mission situations, such as reduced power and mass requirements, less in-mission human intervention in the communications system, more reliable comm, cost savings, performance, etc.

Michael: Possibly, not sure about the power issues, but automation and re-usability of technology across infrastructure is important.

Tom: If you can find the time to try to answer these questions I would very much appreciate it.  If you have any questions please let me know, I should be around after 3 p.m.

Thanks very much for your time,

Tom Linsky

NASA Glenn Research Center

Michael: Again, this would be a first opinion on your points, I can provide more details for specific points if I am given more details and time to think about it and put together more careful arguments.  As I have said to Kul in the past I can be contacted at any time if you guys want more analysis or comments.  Finally, take a look at my attached paper here for some details on the general issues, although focus was not on Lunar architecture specifically for this.

Regards,

Michael

Dr. Michael Hadjitheodosiou

Center for Satellite & Hybrid Communication Networks

ISR, A.V. Williams Building

University of Maryland, College Park

MD 20742, USA

The Case for Flexible Access for the Future Space Communications Network 

Dr. Michael Hadjitheodosiou

Center for Satellite & Hybrid Communication Networks

University of Maryland, College Park, MD 20742

E-mail: michalis@isr.umd.edu
A new era in space exploration is underway, with the gradual deployment of the International Space Station, an increasing number of scientific Earth observation and space science missions and the new NASA directive to prepare a base on the Moon and plan for robotic and eventually human exploration of Mars and other planets.  The ability to utilize all the recent advances in communications technologies could allow investigators on Earth to enjoy a virtual presence in space, but this generates a need to provide high quality communication support that will enable cost effective global access to experimental data from space and an efficient way to disseminate this data to a large and diverse pool of users on Earth.

An end-to-end space communication architecture, using the Internet Protocol (IP) as the “glue” that connects everything together is clearly feasible as this provides a basic standardized mechanism for end-to-end communication between applications across a network. This will lead to an environment where most spacecraft could have a router on board and instruments on the spacecraft can become addressable nodes, connected with an on-board network.  However this cannot be seen as the ultimate goal.  The true power of upgrading NASA’s communications infrastructure will not come from simply providing the ability to move packets around on a radio link.  It is essential to take advantage of the flexibility this new infrastructure provides and to fundamentally change the way missions operate.  By harnessing this power it would be possible to change the way that the ground and the spacecraft interact, enable a more dynamic mission operation, utilize expensive ground and in particular space resources more efficiently and move away from labor-intensive, mission-specific techniques for processing and routing data.   There is clearly a need to think ahead and anticipate the level of demand for communications that will be generated by the future generation of missions and try to develop a more revolutionary approach that will explore a more dynamic network infrastructure that can keep pace with the enormous demand and complexity these systems will generate on one hand, but also be able to use the current and future leaps in technology that will take place in the area of commercial broadband communications.  Simply providing additional capacity on a mission-by-mission case in a stove-pipe architecture will not work, it would be critical to provide a flexible architecture with expandability and upgradeability in mind, especially for this environment.

Starting from the existing infrastructure it would be possible to gradually modify the ground and space components and move to an IP compliant pre-planned Operations Mode.  However, in order to take full advantage of the flexibility that would support dynamic access, an On-Demand Operations Mode becomes necessary.  As network size (number of spacecraft) grows the need for On-Demand Mode becomes even greater.  Access from a large number of Ground Stations (that could be directly connected to existing Internet infrastructure) could increase spacecraft availability time, reduce time to download and accommodate more frequent downloads at lower data rates.  In the dynamic configuration we are studying, the operation of the future IP-Based mission support network becomes similar to terrestrial cellular network, where

· Gateways act as Base Stations

· Spacecraft act as Mobile Platforms, registering with respective Gateways as they move in their orbit 

Note that in most cases:

· Motion and approximate position can be predicted in advance:

· Active number of users (network size) is known and growth pre-determined (missions launched/decommissioned).

A scientist sending a command to the spacecraft via the Internet becomes similar to a user connected to fixed, terrestrial network sending a page to a mobile terrestrial user. Ground-to-space bandwidth is shared between all spacecraft and mobile users based on suitable protocols/policies.  

In the current “pre-planned” Mission Operations Concept:

· The scientist sends request for communications service to Space Network Control Center days to weeks ahead.

· The scientist receives a schedule of allocated access times after completing conflict resolution.

· The scientist retrieves data from storage at allocated time (e.g. using FTP).

The limitations and inefficiencies of this operation are obvious. Although fewer ground stations are required (since time of access is controlled) this operation supports controlled access rather than random access and only large data rates/high bandwidths can be efficiently supported.  The distributed nature of the future space network however does not fit this scenario.  

If a Dynamic Operations Concept could be implemented we could have a scenario where:

· The scientist accesses his instrument to set control parameters or retrieve data as desired. “Any Time, Any Where.”

· If connectivity not available, network returns “subscriber not in service” message similar to terrestrial wireless services.  

The eventual extension of this functionality would change the way scientists can access data from space.  To take full advantage of this new functionality the changes cannot be limited to spacecraft but must also take place in the ground and the infrastructure.  A transition to dynamic missions operation would be desirable and for this to happen it will be necessary to develop more adaptive ways to share resources and limit costs.  In order to do that we are studying the existing mission traffic and develop simple traffic models of the spacecraft-generated science traffic. Based on them, we proposed a hybrid-mode reservation-based protocol, and started comparing its performance with that of a fixed-assignment scheme by using discrete-event simulation. The simulation results demonstrate that our frame-based scheme has advantages over a static protocol under bursty traffic load. It utilizes the reservation-mode data slots dynamically by global optimization and guarantees the minimal bandwidth for each spacecraft via the fixed-mode data slots.

Current Work Plan

Work is under way to fit statistical traffic models to patterns of existing data traffic collected at NASA nodes that will help us adjust the access protocol parameters and try to extrapolate traffic models for future NASA communications traffic.  We are also continuing our attempt to optimize the MAC protocol by determination of the optimal partition between the fixed-mode and the reservation-mode data slots and by addressing a more diverse traffic profile for larger numbers of spacecraft.  Security is always a critical component and we are looking into solutions to make this flexible access to space more secure, with emphasis on efficiency in this constrained environment and trying to develop implementable solutions that can be supported by the available bandwidth utilization, storage and computational complexity.  Finally we are investigating a variety of topologies for improved data delivery from space, which might include alternative relay architectures replacing the current TDRS system or combining these with direct-to-ground capabilities, with the final objective of helping the development of the next generation of space network infrastructure that will serve as an enabler for better space exploration.

Dr. Michael Hadjitheodosiou

Center for Satellite & Hybrid Communication Networks

University of Maryland, College Park, MD 20742

E-mail: michalis@isr.umd.edu
(301) 405-7904
Telephone Interview:

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA),  how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS? 

I think NASA needs a policy-based, networked communications system, even with the limited number of expected nodes. The biggest cost to NASA is operations and modern networking technologies reduce the need for operations to a monitor function whereby anomalous conditions are indicated to cognizant engineers with email-like messages.

5. Please note any other comments you might have.

Most networking technologies are well developed. NASA should not need to do much new development.

Joel Sercel

JPL/TCS Chief Systems Engineer, USAF Transformational MILSATCOM Program (TCM) Joel.Sercel@LOSANGELES.AF.MIL
1. Our leading question to you is, what do you think?

I would assert that you're going to have more than 10 things.  Each robot, rover, person, vehicle, station, ... is going to have at least 1, probably many, addressable endpoints.  You might only have 10--20 'large' things, but how many computers do you expect there to be in the first lunar base?

Networking provides a great deal of flexibility in how you build and use the system.  If you build the system using strictly point-to-point links, you have to decommutate everything on the endpoints (unless there are truly ONLY two ends).  Adding, removing, and moving things becomes a real headache this way.  Think of an astronaut carrying his/her laptop from the CEV into some sort of moon base, and back again.

Spectrum efficiency can be higher in a networked environment.  For example, if I have truly point-to-point comms, then either: 1) all astronauts suit radios are on the same frequency or 2) all suit radios are on different frequencies (and somebody transponds when 1 astronaut wants to talk to another) or 3) all the suit radios are frequency-agile over some number of voice channels and now you have to manage who's talking on what frequency all the time.  In all these cases, the spectrum for voice would be unavailable for data communications even if nobody's talking, or you have to (probably manually) deconflict that very carefully.

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA), how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS?

For dealing with people outside of large vehicles, you might want to communicate with them without requiring each person to carry comms gear capable of establishing a direct-to-Earth link.  Bouncing those comms through the nearest large vehicle (with power, larger antenna, ...) seems like a win.  Bouncing by running the voice and/or data via a network seems easier than transponding everything.

3. Eventually the missions focus on human landings on the Moon and later on Mars. The Moon is to be the practice ground for the Mars missions. The need for networking on the surface is quite strong, we think. What do you think?

Yes.  Again, think of what life would be like with a set of dedicated point-to-point links.  It could be done, but the spectrum required would be much higher, and it would be difficult to manage and brittle.

4. What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration?

Beyond line-of-sight comms; flexibility and bandwidth efficiency.

A rather loaded second question.  Do you mean, what are the advantages of using standards-based networking technologies as opposed to  starting over from scratch?  Cost, reliability/maturity, and interoperability come to mind.

Keith Scott

kscott@mitre.org

(703) 883-6547

1. Our leading question to you is, what do you think?

To begin with, I am not convinced that the given requirement, namely "to place and assemble the Crew Exploration Vehicle (CEV) in space, move the CEV to the Lunar , land robots and habitats on the Moon, land humans on the Moon, assemble structures on the Moon, and explore the Moon" can be efficiently accomplished with just 10 nodes. 

However, even assuming that is true, networking is valuable because not all of these nodes may be able to communicate with every other node directly. This could be due to non-LOS (behind the moon's horizon), low SNR (signal-to-noise ratio) due to excessive distance, misalingment of antenna etc. Thus, multi-hop relaying may be needed, which means networking, or routing algorithms come into play. 

Note that even with 10 node point-to-point links, a medium access control (MAC) mechanism would be required. Most people consider MAC to be part of "networking".    

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA),  how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS?  

The following advantages exist:

- Connectivity would be more robust because one can route through other node(s) in case of loss in direct connectivity, and fault tolerance increased

- Capacity would be increased because you can use shorter links (by virtue of relaying), which have higher SNR and hence allow higher data rates.

- One can multiplex over multiple paths for redundancy and increased capacity.

3. Eventually the missions focus on human landings on the Moon and later on Mars. The Moon is to be the practice ground for the Mars missions. The need for networking on the surface is quite strong, we think. What do you think? 

Absolutely. Just as sensor networking is proving to be invaluable on the Earth, so too will the myriad of devices that will exist in the future need to be networked. As such devices are likely to be power- and capability-constrained, short transmission distances will likely be the norm and therefore networking would be indispensable.   

4. What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration? 

I believe it will increase the chances of success of the mission by ensuring that as long as there is a path from point A to point B (even if it has to go through the 8 other nodes), communication will take place. In terrerstrial military communications, there is a notion called "connectivity survivability", which would be much better with networking than without.  Standards based networking brings lower cost, reduced deployment problems, etc. Note that one should consider not only the IETF standards but also several link layer mesh networking standards, for instance those developed by IEEE 802.16       

Dr. Ram Ramanathan

BBN Technologies

ramanathan!@bbn.com
1.  I thought networking the space station was a good idea, and I generally think current networks provide great robustness and fault tolerance.  An important thing left out of the questionnaire is the type of network you are comparing against.  The switched networks that dominate COTS wired networks at the present are simply a collection of point to point links (with efficiently added if they are of the same sort, e.g., Ethernet).  Wireless networks may be either shared media or not.  If you don't need instant failover, COTS networks can also provide outstanding reliability.  I don't know about this specific project, but a commercial networked approach would also provide for better future proofing (e.g., ability to increase the number of nodes).  Networked systems could also be used for greater module reuse (fewer spares required, and consequently mission availability).

2.  The benefits depend on the expected data rates, types of interconnect (cabled via a tether versus radio/IR), ratio of internal/external nodes, compute load and the data storage and processing systems.  I'm unfamiliar with the STS and ISS systems capabilities and limitations, but in general the plural (systems) is itself an answer.  Enterprise networks have already solved how to make dissimilar interfaces work in a comprehensive system.  On the negative side, a networked system will typically add communication latency (e.g., between a data source and a data recorder or consumer), may increase QOS challenges (though this would I expect be an engineered system and therefore better controlled).  On the plus side, the network provides greater flexibility in work load distribution, and benefits as enumerated in response to #1.

3.  I wouldn't leave home without it.

4.  Standards-based enterprise networks are very adaptable, and inherently modular.  Something I would think both important and valuable in any growing workplace as represented by the likely modular growth of a lunar/Mars environment.  The longevity of the system would also benefit from use of standards based networked devices with easier retasking of modules, task based reconfiguration etc.  

5.  These opinions are mine alone, and are not necessarily those of Intel or IEEE, but yes, you can use my name.

Bob Grow

802.3 Internet Chair

bob.grow@intel.com

Follow-up email:

I forgot to add one very big benefit that didn't fit the questions. Pre-launch! The use of standards will greatly increase the amount of intellectual property available for leverage. The much larger talent pool. The experience base from which to draw. Use of COTS products for functional prototyping and development (e.g., less dependency between vendors for various systems components, provides less schedule risk).

The one additional possible downside is verification. For those things that need rigorous verification, COTS software and systems are so feature rich that it complicates verification. I remember this being an issue for ARINC adaptation of FDDI for the Boeing 777, and there must be some corollary in your systems. If you stick with mainline networking technologies like IEEE 802 stuff, there is plenty bare bones stuff to choose from also.

The willingness of companies to give away some IP for mil and S class part build is also a plus. (For example if I recall correctly, Intel was very generous in licensing a processor design so someone could spin a rad-hardened part that was compatible with COTS software and hardware.)

--Bob

1. Our leading question to you is, what do you think?

I don't see a need for networking for lunar or Mars missions beyond simple point-to-point links.

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA), how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS?

I believe the communications needs of humans and robots working outside the CEV on EVA could be easily met with point-to-point links (see below).

I am not familiar with the current STS and ISS communications systems, so do not feel qualified to comment on how networking would contribute as compared to current STS and ISS systems. I also am not qualified to address communications inside the CEV.

3. Eventually the missions focus on human landings on the Moon and later on Mars. The Moon is to be the practice ground for the Mars missions. The need for networking on the surface is quite strong, we think. What do you think?

I understand that the most likely destinations for human missions to the moon are the near side and the lunar South Pole. Recent JPL studies of possible human exploration missions to the moon demonstrate that communications directly between moon craft on the near side and modest ground stations (i.e. 12 m diameter) on Earth are viable. We did not identify a need for a lunar surface network. It is likely that two-way voice communications between astronauts on the surface would be desirable, but these could be simple voice channels and would be monitored on Earth in any event.

Lunar missions to the lunar South Pole region will require relays either on the ground (such as on top of Malapert Mountain) or on lunar orbiters. However, as the repeaters will generally be in direct view of Earth whenever they are in view of moon craft near the lunar South Pole, simple, near-instantaneous point-to-point links should be sufficient. In this case as well as for the near side case, we would expect all communications to be monitored by ground stations on Earth - albeit via relay links.

A local repeater (on the surface or in orbit) could be used to relay surface-to-surface communications in the vicinity of the lunar South Pole, but this would just be a simple point-to-point network. We do not anticipate a need for links between repeaters.

Similarly, we expect most Mars communications to be relayed through areostationary Mars orbiters using simple point-to-point links. We do not see a need for autonomous routing at this time.

Transmissions from moon craft or Mars craft may be relayed simultaneously through multiple relay orbiters, so there may be a need to sort out duplicate transmissions on Earth. However, this should be a simple matter.

4. What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration?

I don't see any value to networking for lunar missions beyond that noted above.

Gary Noreen

JPL

Gary.K.Noreen@jpl.nasa.gov
(818) 354-6048

The sophistication of commercial communications and networking solutions has finally caught up with—and in many cases surpassed—those developed by the defense and aerospace sectors. Decision makers in these sectors can now choose from a variety of ready-to-use, standards-based products that can be adapted to meet their particular needs. Applying modifications to existing communications technologies can allow civil and military space and defense agencies to:

· Dramatically shorten development times

· Merge space and ground network infrastructures

· Take advantage of network infrastructures by building them once and deploying them many times for missions, departments, and/or agencies

· Upgrade systems as needed to avoid obsolescence

These networking improvements will allow defense and space agencies to achieve two important goals: decrease the time to market for their new initiatives and accomplish more with fewer resources.

[Cisco article] http://www.cisco.com/en/US/strategy/government/gov_space_defense_comm.html

1. Our leading question to you is, what do you think?

Well, I suppose if we knew we were always going to be confined to 10 nodes, one would have to do some kind of cost/performance trade.  However, since the Vision for Space Exploration covers well beyond just moon and Mars and we don't even know the whole big picture yet, it would seem that we would want to have the infrastructure in place for a networked communications architecture rather than having to "renovate" the entire architecture later or use a sub-optimal approach as the full exploration picture starts to develop.

2. In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA),  how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS? 

Well, as the manned presence grows, I foresee having some kind of a cell-phone network will be much more reliable and provide much fewer restrictions on collaborative efforts that may span more than just a confined area.      

3. Eventually the missions focus on human landings on the Moon and later on Mars. The Moon is to be the practice ground for the Mars missions. The need for networking on the surface is quite strong, we think. What do you think?  

For the very reason that the moon will be a practice ground for Mars, we need to establish some version of the communications infrastructure on the moon that will be representative of that for Mars.  Once again, an expanded moon presence where a range of simultaneous, possibly collaborative, activities are going on, the need for networking is clear.  

4. What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration?  

Same basic answer as above. 

Jesse Leitner

GSFC

jesse.leitner@gsfc.nasa.gov
(301) 286-2630

1. Our leading question to you is, what do you think?

I am a strong proponent of networking in space. Experience with the Interplanetary Network at JPL (IPN) has convinced me that off the shelf technology is of restricted value in this medium. That is to say, we can use things like TCP/IP on the surface of planets and in spacecraft but not for interplanetary operation. The disruptive nature of celestial mechanics and the need to point antennas forces a variety of scheduling requirements on the system architecture. For sensor networks, self organization is critical. Even DNS suffers in this environment and I believe it can only be used locally. These are not just details but significant architectural choices/constraints that dictate an overlay architecture for the system. We can create a network of Internets, basically, and make the end to end system work - but it will take some new protocol development. 

In the case of the CEV work in space, that is humans working and living inside the CEV (similar to ISS) and humans and robots working outside the CEV on Extravehicular Activity (EVA), how would networking contribute to these work activities? What sorts of efficiencies and advantages would you expect beyond using the point-to-point communications systems used today on the STS and ISS?

I think it is vital to develop a full networking capability to evolve into in our burgeoning robotic space exploration program. Of course, human exploration would benefit also.

Eventually the missions focus on human landings on the Moon and later on Mars. The Moon is to be the practice ground for the Mars missions. The need for networking on the surface is quite strong, we think. What do you think?
If it is a proving ground (on the Moon), we will need to test systems that are relevant to the much longer delay more highly disrupted Mars environment. It would be useless to configure solely for Moon-base application. Farside operations will require serious store/forward networking. 

What does networking on the surface of the Moon do for the mission? What efficiencies and advantages accrue from using standards-based networking technologies and capabilities in the Lunar environment for construction and exploration?

Standards-based stuff will be helpful in low delay environments but we will need space qualified hardware. We will need the ability to update software especially as we roam farther from earth. We will need overlay architecture for the reasons mentioned earlier, so COTS may have its place but must be augmented with serious inter-planetary capability. 
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