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1 INTRODUCTION

1.1 Purpose and scope

This draft Report compiles executive summaries which will be inserted into the following draft Recommendations:

–
Space Packet Protocol (reference [2]);

–
Advanced Orbiting Systems (AOS) Space Data Link Protocol (reference [3]);

–
Telecommand (TC) Synchronization and Channel Coding (reference [4]);

–
Telemetry (TM) Space Data Link Protocol (reference [5]);

–
Communications Operation Procedure-1 (COP-1) (reference [6]);

–
TC Synchronization and Channel Coding (reference [7]);

–
TM Space Data Link Protocol (reference [8]).

These draft Recommendations specify communications protocols used by space missions to transfer space application data over ground-to-space or space-to-space communications links.

NOTE
–
These draft Recommendations are referred to as ‘restructured’ because they have been developed from older Recommendations which define essentially the same protocols but in a slightly different context.  See reference [9] for more details.

1.2 APPLICABILITY

Each section of this Report is directly applicable to a single draft Recommendation listed in subsection 1.3 (section 2 applies to reference [2], section 3 applies to reference [3], and so forth).

1.3 References

[1]
Procedures Manual for the Consultative Committee for Space Data Systems.  CCSDS A00.0-Y-8.  Yellow Book.  Issue 8.  Washington, D.C.: CCSDS, July 2002.

[2]
Space Packet Protocol.  Draft Recommendation for Space Data System Standards, CCSDS 133.0-R-1.  Red Book.  Issue 1.  Washington, D.C.: CCSDS, December 2001.

[3]
AOS Space Data Link Protocol.  Draft Recommendation for Space Data System Standards, CCSDS 732.0-R-1.  Red Book.  Issue 1.  Washington, D.C.: CCSDS, December 2001.

[4]
TM Synchronization and Channel Coding.  Draft Recommendation for Space Data System Standards, CCSDS 131.0-R-1.  Red Book.  Issue 1.  Washington, D.C.: CCSDS, July 2002.

[5]
TC Space Data Link Protocol.  Draft Recommendation for Space Data System Standards, CCSDS 232.0-R-1.  Red Book.  Issue 1.  Washington, D.C.: CCSDS, December 2001.

[6]
Communications Operation Procedure-1.  Draft Recommendation for Space Data System Standards, CCSDS 232.1-R-1.  Red Book.  Issue 1.  Washington, D.C.: CCSDS, July 2002.

[7]
TC Synchronization and Channel Coding.  Draft Recommendation for Space Data System Standards, CCSDS 231.0-R-1.  Red Book.  Issue 1.  Washington, D.C.: CCSDS, June 2002.

[8]
TM Space Data Link Protocol.  Draft Recommendation for Space Data System Standards, CCSDS 132.0-R-1.  Red Book.  Issue 1.  Washington, D.C.: CCSDS, December 2001.

[9]
Takahiro Yamada.  CCSDS Telemetry/Telecommand Standards Restructured as Communications Protocols.  Space Operations 2002 Abstracts and Papers.  American Institute of Aeronautics and Astronautics.  ISBN# 1-56347-587-1.

[10]
Overview of Space Link Protocols.  Report Concerning Space Data System Standards, CCSDS 130.0-G-1.  Green Book.  Issue 1.  Washington, D.C.: CCSDS, June 2001.

[11]
CCSDS File Delivery Protocol (CFDP).  Recommendation for Space Data System Standards, CCSDS 727.0-B-2.  Blue Book.  Issue 2.  Washington, D.C.: CCSDS, October 2002.

[12]
Space Link Identifiers.  Recommendation for Space Data System Standards, CCSDS 135.0-B-1.  Blue Book.  Issue 1.  Washington, D.C.: CCSDS, January 2002.

2 Space Packet Protocol

2.1 Context (protocol stack)

The Space Packet Protocol is part of both the CCSDS Telecommand (TC) protocol stack and the CCSDS Telemetry (TM) protocol stack.  A protocol stack is a group of cooperating protocol layers that are stacked one on top of another.  In order to provide the context of the Space Packet Protocol, the Telecommand protocol stack will be considered.  This stack provides reliable delivery of command data to a location within a spacecraft.  The actual data to be delivered is supplied by the sender at the highest protocol layer (that data might be a Space Packet).  The data makes its way down through the layers at the sender, across to the receiver, and back up through the same layers at the receiver.

The following text contains a short description of each protocol layer (starting with the lowest layer):

· The Physical Layer transmits data bits from the sender (this is typically a ground station) to the receiver (the spacecraft).  Due to the unreliable nature of radio frequency transmission, there may be data errors (the received bits may not match those sent).

· The Data Link Layer ensures that data is reliably delivered to the spacecraft (i.e., it fixes the data errors).  The Data Link Layer consists of two sublayers:

· The Synchronization and Channel Coding sublayer ensures that only error-free data is accepted (by detecting data errors and either correcting them or discarding the data).  Note that gaps are created when data is discarded.

· The Data Link Protocol sublayer fills gaps.  The receiver detects gaps and requests retransmissions (these requests are delivered back to the sender via telemetry).  The sender retransmits the data required to fill the gaps.

· The Network Layer delivers data to the proper destination within the spacecraft.  This destination may be a higher protocol layer.  A variety of Network Layer protocols may be used, including the CCSDS Space Packet Protocol and the Internet Protocol (IP).  

· There may be layers above the Network Layer (for example, a file transfer protocol).

Data units used by the stack include:

· packets, which are generated by the Network Layer;

· frames, which contain packets, and are generated by the Data Link Protocol sublayer;

· codeblocks, which contain frames, and are generated by the Synchronization and Channel Coding sublayer;

· Communication Link Transmission Units (CLTUs), which contain groups of codeblocks, and are also generated by the Synchronization and Channel Coding sublayer.

For more information see reference [10], Overview of Space Link Protocols, specifically subsection 2.1 and figure 2-1.
2.2 Rough sketch

The Space Packet Protocol (reference [2]) is one of the supported Network Layer protocols.  The Space Packet Protocol defines the Space Packet data unit.  The Space Packet is a standard container for transferring variable-length pieces of data.  It can contain command or telemetry data.  It provides multiplexing capabilities (i.e., multiple data source IDs), and supports capabilities such as time-stamping of data.  Space Packets contain a sequence counter field, which enables the User to reassemble data in-order at the receiving end, if desired.

2.3 Space Packet structure

A Space Packet consists of a Packet Primary Header plus Packet Data.  

The Packet Primary Header is specified by CCSDS, and is always 6 bytes long.  It includes fields that identify the length and source of the data.  The format of this header is the same for all Space Packets.

Packet data consists of a Packet Secondary Header and/or User Data.

The Packet Secondary Header is defined by the User (not by CCSDS).  Each data source may define its own format.  Typically, if this header is used, the same format is used by multiple data sources.  One common use of the Packet Secondary Header is to contain a time stamp (e.g., ‘the User Data in this Space Packet was collected at this time’).  The presence or absence of the Packet Secondary Header is indicated by a flag in the Packet Primary Header.

User Data is defined by the User.  Each data source may define its own format.

2.4 Variable-Length

The length of a Space Packet is variable; each Space Packet can contain up to 64 kilobytes of Packet Data.  The Space Packet contains a field to support spanning one User data unit across multiple Space Packets (refer to the Sequence Flags field in the Packet Primary Header).  

2.5 Data Sources

The Space Packet provides 1024 independent data sources for telemetry, and an additional 1024 independent data sources for commands.  Refer to the Application Process Identifier (APID) field in the Packet Primary Header.

2.6 Sequence Counter

Each Space Packet from a telemetry source includes a sequence counter.  Each data source maintains an independent counter.  Although the Space Packet protocol does not require the receiver of Space Packets to do anything in response to this counter's value, the counter does enable some capabilities that may be useful, for example:

· detect data gaps;

· determine quality of data link based on frequency and size of those gaps;

· reorder data that was received out-of-sequence;

· specify which data needs to be retransmitted.

NOTE
–
If a project requires reliable delivery of datasets (e.g., science data files), consider using the CCSDS File Delivery Protocol (CFDP) (reference [11]).

Space Packets from command sources still contain the sequence counter field (refer to the Packet Sequence Count or Packet Name field in the Packet Primary Header).  However, the command source is not required to maintain a counter; it may set this field's contents to any value desired.  Again, if a project requires reliable delivery of datasets (e.g., memory loads), consider using CFDP.  If a project requires reliable delivery of individual command packets, consider using one of the Communication Operation Procedures (COP-1, or for Proximity Links, COP-P).

2.7 Services 

The Services defined in the draft Space Packet Protocol Recommendation (reference [2]) provide an abstract model that can be used as a baseline for Application Program Interfaces (APIs).  They can be quite helpful when an interface crosses organizational boundaries.  In situations where one organization is implementing multiple layers, the interfaces between the layers need not match the Services model.

3 AOS Space Data Link Protocol

3.1 Context (the Telemetry protocol stack)

The Advanced Orbiting Systems (AOS) Space Data Link Protocol is part of the CCSDS Telemetry protocol stack.  A protocol stack is a group of cooperating protocol layers that are stacked one on top of another.  The stack provides delivery of telemetry data from a location within a spacecraft.  The actual data to be delivered is supplied by the sender at the highest protocol layer (that data might be a Space Packet).  The data makes its way down through the layers at the sender, across to the receiver, and back up through the same layers at the receiver.

The following text contains a short description of each protocol layer (starting with the lowest layer):

· The Physical Layer transmits data bits from the sender (the spacecraft) to the receiver (this is typically a ground station).  Due to the unreliable nature of radio frequency transmission, there may be data errors (the received bits may not match those sent).

· The Data Link Layer delivers error-free Network Layer data units.  It does not ensure that all Network Layer data units are delivered (it does not request retransmissions as in the Telecommand stack).  The Data Link Layer consists of two sublayers:

· The Synchronization and Channel Coding sublayer can ensure that only error-free data is accepted (by detecting data errors and either correcting them or discarding the data), or it can be configured to simply ‘frame’ the incoming data and pass all frames through.

· The Data Link Protocol sublayer delivers error-free Network Layer data units.  If the Synchronization and Channel Coding sublayer is not configured to screen incoming data for errors, then the Data Link Protocol sublayer will do so.  The receiver detects gaps (due to discarded data) and works around them, extracting as many complete Network Layer data units as possible.  CCSDS defines two versions of this sublayer for telemetry:  the older version is called Telemetry (TM), and the newer version is called AOS.  Newer missions typically use the AOS version.

· The Network Layer identifies a particular data source within the spacecraft.  This source may be a higher protocol layer.  A variety of Network Layer protocols may be used, including the CCSDS Space Packet Protocol and the Internet Protocol (IP).  

· There may be layers above the Network Layer (for example, a file transfer protocol).

Data units used by the stack include:

· packets, which are generated by the Network Layer;

· frames, which contain packets, and are generated by the Data Link Protocol sublayer;

· codeblocks, which contain frames, and are generated by the Synchronization and Channel Coding sublayer.

For more information see reference [10], Overview of Space Link Protocols, specifically subsection 2.1 and figure 2-1.
3.2 Rough sketch

The AOS Data Link Protocol sublayer  (reference [3]) uses one data structure (the AOS Transfer Frame) to carry a wide variety of Network Layer data units (often called packets), including any packet for which CCSDS has defined a Packet Version Number (PVN) (see reference [12] for a complete list of PVNs), as well as User-defined data units.  The sender puts the packets into frames, and the receiver extracts the packets from the frames.  Optionally additional data can be carried, such as small amounts of real-time data (e.g., the feedback data required by telecommanding's reliable delivery mechanism).

The AOS Data Link Protocol sublayer does not guarantee that all frames will be delivered.  For engineering data (e.g., what is the current temperature at spot A on the spacecraft?), it is typically acceptable to drop a frame occasionally.  For reliable delivery of datasets (e.g., science data files), consider using CFDP (reference [11]).  CFDP does not replace the Data Link Protocol sublayer, but runs above it.

3.3 Physical and Virtual Channels

A Physical Channel is a single stream of bits transferred over a space link in a single direction.  If a spacecraft antenna transmits a single stream of bits, that stream is a Physical Channel.  For some Physical Layer configurations, a single antenna will transmit two independent streams of bits simultaneously; each of those streams is a separate Physical Channel.

The AOS Data Link Protocol sublayer provides a multiplexing scheme that allows each Physical Channel to carry multiple Virtual Channels (up to 64).  A common use of Virtual Channels is to provide separate channels for each instrument on a spacecraft.  The Virtual Channel concept also allows a Physical Channel to carry multiple types of Network Layer data units.  For example, one Virtual Channel may carry CCSDS Space Packets and another Virtual Channel may carry Internet packets.

3.4 Fixed frame length

Users of the AOS Space Data Link Protocol are required to use TM Synchronization and Channel Coding (reference [4]).  The Channel Coding scheme determines the (fixed) codeblock length.  Each codeblock contains exactly one frame.  Therefore, the frame length is fixed and is determined by the coding scheme.  More precisely, the frame length is fixed for each Physical Channel (because different Physical Channels can use different coding schemes, they can have different frame lengths).

3.5 Packets split between Frames

It is typical for some packets to be split between frames.  This happens because telemetry frames are fixed-length, while telemetry packets are typically variable-length.  For example, a typical frame contains the tail end of a packet, followed by one or more complete packets, and the front end of another packet.  Packet-splitting is not required by the protocol, but most missions do it because it uses bandwidth more efficiently.

3.6 Idle data

In a typical telemetry Physical Channel, fixed-length frames are transmitted periodically (e.g., to maintain a one megabit per second downlink).  There may be times when the sender has to release a frame, but there is not enough ‘real’ data to fill the frame.  If this happens, the sender will use Idle Data to fill the remaining space within the frame.  If the sender has some ‘real’ data, then the frame will contain both ‘real’ data and Idle Data.  If the sender has no ‘real’ data, then the frame will contain only Idle Data.  This frame is called an Idle Frame.  CCSDS reserves one Virtual Channel for carrying only Idle Frames, and recommends sending all Idle Frames on this Virtual Channel.  The reserved Virtual Channel number is specified in reference TBD.

3.7 Data structure :  AOS Transfer Frame

The AOS Space Data Link protocol defines and uses the AOS Transfer Frame.  All AOS Transfer Frames contain a frame header and frame data.  The frame header contains such things as identifiers for ‘which spacecraft is this data from?’, ‘which Virtual Channel?’, and ‘is this real-time data or playback data?’.  The frame data contains the Network Layer data unit(s), and, in some cases, an additional header.  There are also optional fields for carrying small amounts of real-time data (called Insert Zone and Operational Control Field), and to support detection of data errors.

3.8 Network Layer data units

The AOS Data Link Protocol can carry several ‘classes’ of data units.  Each class uses a different format for the Frame Data field of the AOS Transfer Frame.

The first class contains packets for which CCSDS has defined a Packet Version Number.  The receiver is able to extract individual packets when this class is used.  The Frame Data field includes a header that helps the receiver to determine packet boundaries.  This class is called Multiplexing Protocol Data Units.

The second and third classes both contain User-defined data, and both leave the User responsible for determining packet boundaries.  The second class is called Bitstream Protocol Data Units; its Frame Data field includes a small header which allows the receiver to identify (and discard) Idle Data.  The third class is called Virtual Channel Access Service Data Units; its Frame Data field includes only User-defined data, so the User is responsible for identifying any Idle Data.

3.9 Services

The Services defined in the draft AOS Space Data Link Protocol Recommendation (reference [3]) provide an abstract model that can be used as a baseline for Application Program Interfaces (APIs).  They can be quite helpful when an interface crosses organizational boundaries.  In situations where one organization is implementing multiple layers, the interfaces between the layers need not match the Services model.

4 TC Space Data Link Protocol

4.1 Context (the Telecommand protocol stack)

The Telecommand (TC) Space Data Link Protocol is part of the CCSDS Telecommand protocol stack.  A protocol stack is a group of cooperating protocol layers that are stacked one on top of another.  The stack provides reliable delivery of command data to a location within a spacecraft.  The actual data to be delivered is supplied by the sender at the highest protocol layer (that data might be a Space Packet).  The data makes its way down through the layers at the sender, across to the receiver, and back up through the same layers at the receiver.

The following text contains a short description of each protocol layer (starting with the lowest layer):

· The Physical Layer transmits data bits from the sender (this is typically a ground station) to the receiver (the spacecraft).  Due to the unreliable nature of radio frequency transmission, there may be data errors (the received bits may not match those sent).

· The Data Link Layer ensures that data is reliably delivered to the spacecraft (i.e., it fixes the data errors).  The Data Link Layer consists of two sublayers:

· The Synchronization and Channel Coding sublayer ensures that only error-free data is accepted (by detecting data errors and either correcting them or discarding the data).  Note that gaps are created when data is discarded.

· The Data Link Protocol sublayer fills gaps.  The receiver detects gaps and requests retransmissions (these requests are delivered back to the sender via telemetry).  The sender retransmits the data required to fill the gaps. 

· The Network Layer delivers data to the proper destination within the spacecraft.  This destination may be a higher protocol layer.  A variety of Network Layer protocols may be used, including the CCSDS Space Packet Protocol and the Internet Protocol (IP).

· There may be layers above the Network Layer (for example, a file transfer protocol).

Data units used by the stack include:

· packets, which are generated by the Network Layer;

· frames, which contain packets, and are generated by the Data Link Protocol sublayer;

· codeblocks, which contain frames, and are generated by the Synchronization and Channel Coding sublayer;

· Communication Link Transmission Units (CLTUs), which contain groups of codeblocks, and are also generated by the Synchronization and Channel Coding sublayer.

For more information see reference [10], Overview of Space Link Protocols, specifically subsection 2.1 and figure 2-1.
4.2 Rough sketch

The TC Data Link Protocol sublayer (reference [5]) defines a reliable delivery mechanism and the data structures the mechanism requires.  The reliable delivery mechanism is the Communications Operations Procedure (COP-1), and the data structures are the TC Transfer Frame (to hold command data) and the Communication Link Control Word (CLCW) (to hold the required feedback data).  Although the use of COP-1 is specified in this document, the definition of COP-1 is contained in a separate CCSDS recommendation (reference [6]).  

The TC Transfer Frame can carry a variety of Network Layer data units, including any packet for which CCSDS has defined a Packet Version Number (see reference [12] for a complete list  of PVNs), as well as User-defined data units.

TC Transfer Frames are variable in length, with a maximum length of 1024 bytes (the length is always an integral number of bytes).  If desired, a mission may place a tighter restriction on the maximum length.  If the data unit to be transferred will not fit in a single frame, the TC Transfer Frame provides an optional Segment Header that allows the data unit to be spread across multiple frames.  The TC Transfer Frame also allows multiple data units to be stored in one frame, if desired.

COP-1 delivers command Transfer Frames in sequence, with neither gaps nor duplicates.  The reliable delivery mechanism can be bypassed on a frame-by-frame basis (by setting a flag in the frame header).  Regardless of the delivery mechanism, certain validation checks are performed on incoming frames at the receiving end.

The use of the TC Space Data Link Protocol requires the use of CCSDS Telecommand Synchronization and Channel Coding (reference [7]).  The required channel coding provides error detection.  The TC Transfer Frame also provides error detection (as an option); many missions choose not to use it.

4.3 Services

The Services defined in the draft TC Space Data Link Protocol Recommendation (reference [5]) provide an abstract model that can be used as a baseline for Application Program Interfaces (APIs).  They can be quite helpful when an interface crosses organizational boundaries.  In situations where one organization is implementing multiple layers, the interfaces between the layers need not match the Services model.

5 TM Space Data Link Protocol

5.1 Context (the Telemetry protocol stack)

The Telemetry (TM) Space Data Link Protocol is part of the CCSDS Telemetry protocol stack.  A protocol stack is a group of cooperating protocol layers that are stacked one on top of another.  The stack provides delivery of telemetry data from a location within a spacecraft.  The actual data to be delivered is supplied by the sender at the highest protocol layer (that data might be a Space Packet).  The data makes its way down through the layers at the sender, across to the receiver, and back up through the same layers at the receiver.

The following text contains a short description of each protocol layer (starting with the lowest layer):

· The Physical Layer transmits data bits from the sender (the spacecraft) to the receiver (this is typically a ground station).  Due to the unreliable nature of radio frequency transmission, there may be data errors (the received bits may not match those sent).  

· The Data Link Layer delivers error-free Network Layer data units.  It does not ensure that all Network Layer data units are delivered (i.e., it does not request retransmissions as in the Telecommand stack).  The Data Link Layer consists of two sublayers:

· The Synchronization and Channel Coding sublayer can ensure that only error-free data is accepted (by detecting data errors and either correcting them or discarding the data), or it can be set up to simply ‘frame’ the incoming data and pass all frames through.  

· The Data Link Protocol sublayer delivers error-free Network Layer data units.  If the Synchronization and Channel Coding sublayer is not set up to screen incoming data for errors, then the Data Link Protocol sublayer will do so.  The receiver detects gaps (due to discarded data) and works around them, extracting as many complete Network Layer data units as possible.  CCSDS defines two versions of this sublayer for telemetry:  the older version is called Telemetry (TM), and the newer version is called Advanced Orbiting Systems (AOS).  Newer missions typically use the AOS version.
· The Network Layer identifies a particular data source within the spacecraft.   This source may be a higher protocol layer.  A variety of Network Layer protocols may be used, including the CCSDS Space Packet Protocol and the Internet Protocol (IP).  

· There may be layers above the Network Layer (for example, a file transfer protocol).

Data units used by the stack include:

· packets, which are generated by the Network Layer;

· frames, which contain packets, and are generated by the Data Link Protocol sublayer;

· codeblocks, which contain frames, and are generated by the Synchronization and Channel Coding sublayer.

For more information see reference [10], Overview of Space Link Protocols, specifically subsection 2.1 and figure 2-1.

5.2 Rough sketch

The TM Data Link Protocol sublayer (reference [8]) uses one data structure (the TM Transfer Frame) to carry a wide variety of Network Layer data units (often called packets), including any packet for which CCSDS has defined a Packet Version Number (PVN) (see reference [12] for a complete list of PVNs).  The sender puts the packets into frames, and the receiver extracts packets from the frames.  Optionally, additional data can be carried, such as small amounts of real-time data (e.g., the feedback data required by telecommanding's reliable delivery mechanism).  

The TM Data Link Protocol sublayer does not guarantee that all frames will be delivered.  For engineering data (e.g. what is the current temperature at spot A on the spacecraft?) it is typically acceptable to drop a frame occasionally.  If a project requires reliable delivery of datasets (e.g., science data files), consider using the CCSDS File Delivery Protocol (CFDP) (reference [11]).  CFDP does not replace the Data Link Protocol sublayer, but runs above it.

5.3 Physical and Virtual Channels

A Physical Channel is a single stream of bits transferred over a space link in a single direction.  If a spacecraft antenna transmits a single stream of bits, that stream is a Physical Channel.  For some Physical Layer configurations, a single antenna will transmit two independent streams of bits simultaneously; each of those streams is a separate Physical Channel.

The TM Data Link Protocol sublayer provides a multiplexing scheme that allows each Physical Channel to carry multiple Virtual Channels (up to 8).  A common use of Virtual Channels is to provide separate channels for each instrument on a spacecraft.  The Virtual Channel concept also allows a Physical Channel to carry multiple types of Network Layer data units.  For example, one Virtual Channel may carry CCSDS Space Packets and another Virtual Channel may carry Internet packets.

5.4 Fixed frame length 

Users of the TM Space Data Link Protocol are required to use the TM Synchronization and Channel Coding (reference [4]).  The Channel Coding scheme determines the (fixed) codeblock length.  Each codeblock contains exactly one frame.  Therefore, the frame length is fixed and is determined by the coding scheme.  More precisely, the frame length is fixed for each Physical Channel (because different Physical Channels can use different coding schemes, they can have different frame lengths).
5.5 Packets split between Frames

It is typical for some packets to be split between frames.  This happens because telemetry frames are fixed-length, while telemetry packets are typically variable-length.  For example, a typical frame contains the tail end of a packet, followed by one or more complete packets, and the front end of another packet.  Packet-splitting is not required by the protocol, but most missions do it because it uses bandwidth more efficiently.

5.6 Idle data

In a typical telemetry Physical Channel, fixed-length frames are transmitted periodically (e.g., to maintain a one megabit per second downlink).  There may be times when the sender has to release a frame, but there is not enough ‘real’ data to fill the frame.  If this happens, the sender will use Idle Data to fill the remaining space within the frame.  If the sender has some ‘real’ data, then the frame will contain both ‘real’ data and Idle Data.  If the sender has no ‘real’ data, then the frame will contain only Idle Data.  This frame is called an Idle Frame.  CCSDS reserves one Virtual Channel for carrying only Idle Frames, and recommends sending all Idle Frames on this Virtual Channel.  The reserved Virtual Channel number is specified in reference TBD.

5.7 Data Structure:  TM Transfer Frame

The TM Transfer Frame contains headers and frame data.  The headers contain such things as identifiers for ‘which spacecraft is this from?’ and ‘which Virtual Channel?’.  The frame data contains Network Layer data units.  There are fields for carrying small amounts of real-time data (called Secondary Header and Operational Control Field), and to support detection of data errors.

5.8 Services

The Services defined in the draft TM Space Data Link Protocol Recommendation (reference [8]) provide an abstract model that can be used as a baseline for Application Program Interfaces (APIs).  They can be quite helpful when an interface crosses organizational boundaries.  In situations where one organization is implementing multiple layers, the interfaces between the layers need not match the Services model.

6 COP-1

6.1 General

The Communications Operation Procedure-1 (COP-1) protocol ensures reliable delivery of command Transfer Frames (i.e., they are delivered in sequence, with neither duplicates nor gaps).  Reliable delivery is accomplished with a feedback loop.  This feedback loop requires a CCSDS-compliant telemetry stream;  the data to be delivered is carried in the command stream, and the feedback is carried in the telemetry stream.  In technical terms, the feedback loop is an Automatic Request for Retransmission (ARQ) procedure of the ‘go-back-n’ type.

The reliable delivery mechanism can be bypassed on a frame-by-frame basis.  Transfer Frames that bypass the mechanism are sent once; there is no feedback loop, and no retransmission.  It is sensible to bypass the COP-1 reliable delivery mechanism if a higher protocol layer provides its own reliable delivery mechanism.  It can also be useful to bypass the reliable delivery mechanism while telemetry is being turned on or off (because the feedback loop is not available when telemetry is off).

COP-1 can be used for various missions, including near-Earth (short delay) and Deep Space (long delay).  The required flexibility is provided by configuration parameters that are built into the protocol.

Most CCSDS missions use COP-1 to reliably deliver ‘individual spacecraft commands’.  They may also use COP-1 to deliver datasets reliably(e.g., memory loads), although the CCSDS File Delivery Protocol (CFDP) is better suited for that task (reference [11]).

NOTE
–
COP-1 is part of the TC Data Link sublayer.  To better understand how COP-1 fits into the bigger picture, see section 4, TC Space Data Link Protocol, and reference [5].

6.2 Virtual Channels

The Transfer Frame structure includes a multiplexing scheme that allows one Physical Channel to carry multiple Virtual Channels.  The COP-1 protocol runs on each command Virtual Channel.  Each command Virtual Channel receives its feedback from the corresponding telemetry Virtual Channel (e.g., command Virtual Channel 3 receives its feedback from telemetry Virtual Channel 3), and runs independently of the other Virtual Channels.  While COP-1 guarantees that Transfer Frames within a Virtual Channel are delivered in sequence, there is no such guarantee across Virtual Channels (for example, if a group of commands on Virtual Channel 3 has to be retransmitted, it is possible for these commands to be delivered later than commands on other Virtual Channels, even if they were originally transmitted earlier).  Many missions use only one command Virtual Channel.

6.3 Data Structures

The data structures used by COP-1 are defined in the TC Space Data Link Protocol sublayer (reference [5]).

The TC Transfer Frame is sent by the sender, and contains these fields (among others):

· Frame Sequence Number (each non-Bypass frame is numbered sequentially. e.g., 1, 2, 3…);

· Bypass Flag (if set, the reliable delivery mechanism is to be bypassed for this frame);

· Control Flag (if set, the frame contains a directive that is internal to COP-1);

· Frame Data Unit (the actual data being transferred, or the internal directive).

The feedback data structure is sent in telemetry by the receiver.  It is called a Communications Link Control Word (CLCW), and contains these fields (among others):

· Next Expected Frame Sequence Number (if frames arrive in sequence, this one will be next);

· Retransmit Flag (if set, a retransmission is needed);

· Lockout Flag (if set, a protocol error called Lockout has occurred);

· Wait Flag (if set, the sender is to hold off on sending frames until this flag clears, e.g., the receiver might set this flag temporarily if all memory buffers are full).

NOTE
–
These four fields apply only to the reliable delivery mechanism.

6.4 Rough sketch of the Reliable Delivery mechanism

The receiver is passive; it responds to each incoming frame in a prescribed manner.  For example, frames that arrive in sequence are accepted, and when a gap is detected (i.e., a missing frame number) a retransmission is requested.

The sender drives the protocol.  It establishes a session when requested to do so (this might occur at the beginning of a pass).  A session is established by synchronizing frame numbers with the receiver (internal directives are available to accomplish this).  After synchronization, the sender sends frames and maintains a queue of pending frames (i.e., frames which have been sent but have yet to be accepted by the receiver).  The sender may have multiple frames pending, but never more than 255 (see subsection 6.6).  Each delivery of feedback information may indicate newly accepted frame(s) and/or a required retransmission.  Any newly accepted frames are removed from the pending queue, and then any required retransmission occurs.  The sender may also send new frames and add them to the pending queue.  The sender terminates the session if:

· it is requested to do so (this might occur at the end of a pass); or 

· a protocol error is detected.

Otherwise, the session continues indefinitely.

NOTE
–
Frames that bypass the reliable delivery mechanism can be sent at any time.

6.5 The finite frame number problem

Since the Frame Sequence Number field is 8 bits long, there are only 256 unique frame numbers (i.e., the frame number is modulo 256).  If there were ever more than 256 pending frames (i.e., sent, but not accepted) at any given time, then the same frame number would identify two different frames (e.g., there could be two pending frames numbered ‘100’).  If the receiver then accepted frame number 100, the sender would not know which frame 100 had been accepted.

6.6 Preventing the finite frame number problem:  Sliding Windows and Lockout

The sender helps prevent the finite frame number problem by ensuring that no two pending frames will ever have the same frame number.  It accomplishes this by allowing no more than 255 pending frames.  The actual limit is normally below 128; 64 is typical.  This limit is called the Sliding Window.  For example, if the Sliding Window is set to 64, then no more than 64 frames are ever ‘in transit’ (i.e., sent, but awaiting acceptance).  The size of the window is fixed, but the window slides forward; as frames are accepted, the sender may output new frames.

The receiver helps prevent the finite frame number problem by refusing to accept frames when it detects a possible violation of the Sliding Window by the sender.  In this case, the receiver enters a Lockout state in which all frames are discarded.  It will remain in Lockout until it receives an internal Unlock directive  from the sender.  When the sender realizes that the receiver is in Lockout, it will end the current session and establish a new one, and this will include sending the Unlock directive.

How does the receiver determine that the sender has violated the Sliding Window?  The sender is allowed to transmit ahead of the current frame number; the receiver calls this the Positive Sliding Window.  The sender is allowed to transmit behind the current frame number (when it performs a retransmission); the receiver calls this the Negative Sliding Window.  Typically, the Positive and Negative Sliding Windows are each set equal to the sender's Sliding Window.  This leaves a range of ‘illegal’ frame numbers between the two windows that is called the Lockout Area.  Figure 6-1 in the reference [3] illustrates these areas.

6.7 terminology

· The COP-1 logic at the sending end is referred to as the Frame Operation Procedure (FOP-1).

· The COP-1 logic at the receiving end is referred to as the Frame Acceptance and Reporting Mechanism (FARM-1).

· The combination of FOP-1 and FARM-1 is referred to as COP-1.

· A Transfer Frame that uses the reliable delivery mechanism is referred to as a Type-A Transfer Frame.  The service associated with Type-A Transfer Frames is called Sequence-Controlled Service.

A Transfer Frame that bypasses the reliable delivery mechanism is referred to as a Type-B Transfer Frame.  The service associated with Type-B Transfer Frames is called Expedited Service.

7 TC Synchronization and Channel Coding

7.1 Context (the Telecommand protocol stack)

The Telecommand (TC) Synchronization and Channel Coding is part of the CCSDS TC protocol stack.  A protocol stack is a group of cooperating protocol layers that are stacked one on top of another.  The stack provides reliable delivery of command data to a location within a spacecraft.  The actual data to be delivered is supplied by the sender at the highest protocol layer (that data might be a Space Packet).  The data makes its way down through the layers at the sender, across to the receiver, and back up through the same layers at the receiver.

The following text contains a short description of each protocol layer (starting with the lowest layer):

· The Physical Layer transmits data bits from the sender (this is typically a ground station) to the receiver (the spacecraft).  Due to the unreliable nature of radio frequency transmission, there may be data errors (the received bits may not match those sent).

· The Data Link Layer ensures that data is reliably delivered to the spacecraft (i.e., it fixes the data errors).  The Data Link Layer consists of two sublayers:

· The Synchronization and Channel Coding sublayer ensures that only error-free data is accepted (by detecting data errors and either correcting them or discarding the data).  Note that gaps are created when data is discarded.

· The Data Link Protocol sublayer fills gaps.  The receiver detects gaps and requests retransmissions (these requests are delivered back to the sender via telemetry).  The sender retransmits the data required to fill the gaps.   

· The Network Layer delivers data to the proper destination within the spacecraft.   This destination may be a higher protocol layer.  A variety of Network Layer protocols may be used, including the CCSDS Space Packet Protocol and the Internet Protocol.  

· There may be layers above the Network Layer (for example, a file transfer protocol).

Data units used by the stack include:

· packets, which are generated by the Network Layer;

· frames, which contain packets, and are generated by the Data Link Protocol sublayer;

· codeblocks, which contain frames, and are generated by the Synchronization and Channel Coding sublayer;

· Communication Link Transmission Units (CLTUs), which contain groups of codeblocks, and are also generated by the Synchronization and Channel Coding sublayer.

For more information see reference [10], Overview of Space Link Protocols, specifically subsection 2.1 and figure 2-1.
7.2 Data units
The Synchronization and Channel Coding sublayer uses codeblocks and CLTUs.

Codeblocks are 8 bytes long.  Each codeblock contains 7 bytes of data.  The 8th byte is used to hold a code (similar to a checksum) that is generated by running the first 7 bytes through a polynomial equation.

CLTUs are variable-length, and have this structure:

· Start Sequence (‘EB90’ hexadecimal);

· any number of codeblocks (there is no maximum limit);

· Tail Sequence (‘C5C5C5C5C5C5C579’ hexadecimal).

7.3 Rough sketch of how it works

The sending side of the TC Synchronization and Channel Coding sublayer is given command frames by the Data Link Protocol sublayer.  It builds codeblocks from the frames and puts a group of codeblocks within each CLTU.  A CLTU can contain any number of frames, but no frame can ever be split between CLTUs.  CLTUs are passed to the Physical Layer for transmission.  In some situations, a CLTU is preceded by an Acquisition Sequence, which has the pattern ‘1010101010...’ binary, and a User-defined length (see subsection 7.5).

The receiving side of the TC Synchronization and Channel Coding sublayer receives a stream of bits from the Physical Layer.  It uses the beginning of each stream of bits to determine the bit boundaries (this is called bit synchronization, and the Acquisition Sequence allows the bit synchronizer to lock onto the bit boundaries before a CLTU arrives).  The receiver discards bits until it sees the start of a CLTU (the Start Sequence identifies the start of a CLTU).  It discards the Start Sequence, and examines 8 bytes of data at a time.  The first 7 bytes are run through the same polynomial equation that the sender used.  If the resulting code matches the code contained in the 8th byte, there is a very high probability that the data is error-free.  Optionally, the receiver may use a different scheme that allows some errors to be corrected.  If the 8 bytes are a valid codeblock (i.e., no data errors, or all errors were corrected), then the 7 bytes of data are accepted.  The receiver examines 8 bytes at a time until it either finds a Tail Sequence or an invalid codeblock.  At that point, all the accepted data is passed to the Data Link Protocol sublayer, and incoming bits are again discarded until the start of the next CLTU.  So, for each incoming CLTU, the Data Link Protocol sublayer receives a chunk of frame data that is frame-synchronized (i.e., it begins on a frame boundary).

NOTE
–
The Physical Layer may transfer more than one independent stream of bits.  Each stream is called a Physical Channel.  A separate (independent) Synchronization and Channel Coding sublayer is associated with each Physical Channel.  Typically there is only one Physical Channel per mission for telecommanding.

7.4 ‘Improving’ data to help the receiver:  Pseudo-randomization

Pseudo-randomization exists because the receiver has difficulty with data that has insufficient bit transitions or contains periodic patterns.  Pseudo-randomization uses a pattern that repeats every 255 bits.  The bits within the pattern are rather random, and when they are exclusive-ored with a data pattern, it is very likely that there will be frequent bit transitions throughout the resulting data, and very unlikely that there will be any periodic patterns.  Note that if the same exclusive-oring is done twice, the result is the original data pattern.  So, the sender performs the pseudo-randomization operation to ‘improve’ the data, and the receiver performs the same pseudo-randomization operation to restore the original data contents.  Pseudo-randomization is required unless a mission is able to prove that it is not needed.  It is recommended that missions provide a way to turn off pseudo-randomization when desired, in order to make data validation and troubleshooting easier.

7.5 Physical Layer Operations Procedure

The Physical Layer Operations Procedure (PLOP) specifies when the Acquisition Sequence is needed (The Acquisition Sequence is a User-specified number of bits in the pattern ‘1010101010…’; a typical length is 128 bits.)  The Acquisition Sequence is needed whenever the Physical Layer begins embedding a bit stream within the outgoing signal.  This is called ‘modulating data onto the carrier signal’.

If data modulation begins and ends with each CLTU, then an Acquisition Sequence must precede each CLTU (this operational mode is called PLOP-1).  If data modulation begins at the beginning of a pass, and continues until the end of the pass, then only the first CLTU in each pass must be preceded by an Acquisition Sequence (this operational mode is called PLOP-2).

7.6 Services

The Services defined in the draft TC Synchronization and Channel Coding Recommendation (reference [7]) provide an abstract model that can be used as a baseline for Application Program Interfaces (APIs).  They can be quite helpful when an interface crosses organizational boundaries.  In situations where one organization is implementing multiple layers, the interfaces between the layers need not match the Services model.

8 TM Synchronization and Channel Coding

8.1 Context (the Telemetry protocol stack)

Telemetry (TM) Synchronization and Channel Coding is part of the CCSDS Telemetry protocol stack.  A protocol stack is a group of cooperating protocol layers that are stacked one on top of another.  The stack provides delivery of telemetry data from a location within a spacecraft.  The actual data to be delivered is supplied by the sender at the highest protocol layer (that data might be a Space Packet).  The data makes its way down through the layers at the sender, across to the receiver, and back up through the same layers at the receiver.

The following text contains a short description of each protocol layer (starting with the lowest layer):

· The Physical Layer transmits data bits from the sender (the spacecraft) to the receiver (this is typically a ground station).  Due to the unreliable nature of radio frequency transmission, there may be data errors (the received bits may not match those sent).

· The Data Link Layer delivers error-free Network Layer data units.  It does not ensure that all Network Layer data units are delivered (i.e., it does not request retransmissions as in the Telecommand stack).  The Data Link Layer consists of two sublayers:

· The Synchronization and Channel Coding sublayer can ensure that only error-free data is accepted (by detecting data errors and either correcting them or discarding the data), or it can be set up to simply ‘frame’ the incoming data and pass all frames through.

· The Data Link Protocol sublayer delivers error-free Network Layer data units.  If the Synchronization and Channel Coding sublayer is not set up to screen incoming data for errors, then the Data Link Protocol sublayer will do so.  The receiver detects gaps (due to discarded data) and works around them, extracting as many complete Network Layer data units as possible.

· The Network Layer identifies a particular data source within the spacecraft.  This source may be a higher protocol layer.  A variety of Network Layer protocols may be used, including the CCSDS Space Packet Protocol and the Internet Protocol (IP).

· There may be layers above the Network Layer (for example, a file transfer protocol).

Data units used by the stack include:

· packets, which are generated by the Network Layer;

· frames, which contain packets, and are generated by the Data Link Protocol sublayer;

· codeblocks, which contain frames, and are generated by the Synchronization and Channel Coding sublayer.

For more information see reference [10], Overview of Space Link Protocols, specifically subsection 2.1 and figure 2-1.
8.2 Rough sketch

The Synchronization and Channel Coding sublayer is used for Telemetry (reference [4]).  Most missions use coding scheme(s), because they improve performance (i.e.,. there is higher overall data throughput at the same overall quality [bit error rate] with less energy expended per information bit).  Each coding scheme involves encoding (performed by the sender) and decoding (performed by the receiver).  The encoders generate extra bits (this uses some of the available bandwidth), but the decoders detect and correct errors.  A variety of coding schemes are defined.  Each mission may choose which schemes, if any, to use.  Choosing the coding for a particular mission involves making trade-offs.

Formal discussions of coding issues require an understanding of the difference between bit and symbol.  Physically, they are both binary values.  Conceptually, they are different.  This summary uses the term bit informally; please note that in some cases the term symbol would be more precise.  

This sublayer defines:

· Attached Sync Marker (ASM).  The ASM is a data pattern that precedes each frame; it allows the receiver to perform frame synchronization (i.e., determine frame boundaries).  Its use is mandatory.

· Convolutional Coding. Convolutional coding is a coding scheme that detects errors and corrects them.  The encoder adds bits to the data, and uses the extra bits to spread out the data information.  The decoder uses the spread-out information that it receives in the error-free portions to override bit errors within the noisy portions.  It is common to use this scheme, but not mandatory.

· Reed-Solomon Coding.  Reed-Solomon is a coding scheme that detects data errors and has a great ability to correct them.  The encoder works on one fixed-length chunk of input data at a time.  CCSDS requires that this fixed-length chunk of data be a frame; therefore, fixed-length frames are required when using Reed-Solomon coding.  For each frame, the decoder outputs data bits plus an indication of the frame’s quality:  each frame is either error-free (no corrections needed), error-free (corrections made), or uncorrectable (it has errors that can’t be corrected).  It is common to use Reed-Solomon in combination with Convolutional coding (they complement each other).

· Turbo Coding.  Turbo Coding is a coding scheme that detects data errors and has a great ability to correct them.  Currently, the use of Turbo coding is generally limited to deep space missions (because flight computers are only capable of performing the required encoder calculations for relatively low data rates).  Turbo coding combines two convolutional codes to produce one code.  The comments in Reed-Solomon coding about fixed-length frames and frame quality also apply to Turbo coding.  When Turbo coding is used, it is typically used alone (not in combination with another coding scheme).

· Pseudo-randomization.  Pseudo-randomization is an operation rather than a coding scheme; it neither adds bits nor detects/corrects errors.  Pseudo-randomization exists because the receiver has difficulty with data that has insufficient bit transitions or contains periodic patterns.  Pseudo-randomization uses a pattern that repeats every 255 bits.  The bits within the pattern are rather random, and when they are exclusive-ored with a data pattern, it is very likely that there will be frequent bit transitions throughout the resulting data, and very unlikely that there will be any periodic patterns.  Note that if the same exclusive-oring is done twice, the result is the original data pattern.  So, the sender performs the pseudo-randomization operation to ‘improve’ the data, and the receiver performs the same pseudo-randomization operation to restore the original data contents.  Pseudo-randomization is a trivial operation and does not use any bandwidth.  Pseudo-randomization is required unless a mission is able to prove that it is not needed.  It is recommended that missions provide a way to turn off pseudo-randomization when desired, in order to make data validation and troubleshooting easier.

The Data Link Protocol sublayer transmits telemetry frames to the sending side of the TM Synchronization and Channel Coding sublayer, which performs encoding for the agreed-upon codes (or sends the data uncoded, if that is the agreement).  It inserts an Attached Sync Marker in front of each frame.  The resulting bits are passed to the Physical Layer for transmission.

The receiving side of the TM Synchronization and Channel Coding sublayer receives a stream of bits from the Physical Layer.  It uses the Attached Sync Marker to determine frame boundaries.  It performs decoding for the agreed-upon codes.  If either Reed-Solomon or Turbo coding are used, it performs the corresponding decoding and may discard frames that contain uncorrectable errors.  If neither of those codes is used, it accepts all frames.  The accepted frames are passed to the Data Link Protocol sublayer.

NOTE
–
The Physical Layer may transfer more than one independent stream of bits.  Each stream is called a Physical Channel.  A separate (independent) Synchronization and Channel Coding sublayer is associated with each Physical Channel.  Typically, there are one or two telemetry Physical Channels.

8.3 Services

The Services defined in the draft TM Synchronization and Channel Coding Recommendation (reference [4]) provide an abstract model that can be used as a baseline for Application Program Interfaces (APIs).  They can be quite helpful when an interface crosses organizational boundaries.  In situations where one organization is implementing multiple layers, the interfaces between the layers need not match the Services model.

