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1 introduction

1.1 purpose of this doCUment

This document presents a communications architecture and operations concept for both lunar and Mars exploration.  In addition, this document presents requirements on the communications protocols used to implement the architecture.
1.2 organization of this document

ORGANIZATION
1.3 definitions

DEFINITIONS
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2 Background and Scope
2.1 Background

On January 14, 2004, President George W. Bush announced a new vision for the space exploration program.  His announcement outlined a multi-year vision calling for robotic missions to the moon beginning in the year 2008.  These robotic missions are to be followed by a human presence on the moon by 2015-2020 with possible follow-on human missions to other planets.

The time scale for actually sending humans back to the moon is large, even by space exploration standards.  Also, unlike the Apollo missions, this next round of space flights will likely include many different spacecraft, from crew exploration vehicles to heavy lift vehicles, to orbiting relay satellites.  All of these elements, constructed at different times and possibly by different manufacturers, will need to interoperate to ferry humans safely into space.

2.2 Scope

This document addresses layers 2-6 of the ISO stack (Data Link, Network, Transport, Session, and Presentation), and all supporting protocols.  In particular, this task is responsible for making recommendations regarding network-layer routing protocols needed to populate and maintain routing tables, name resolution protocols, and any mechanisms to enhance transport-layer performance.
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Figure 1: This document addresses communications from the data link layer through the presentation layer in the ISO model.

This document attempts to address the range of communications environments from lunar orbit to lunar landed to Mars exploration.  Where possible, interim solutions and transition plans are presented so that the system does not have to be deployed on day 1 capable of solving problems that won't manifest themselves for several years.  By its nature, the layered architecture proposed permits the retiring of old technologies and the insertion of new ones with minimal impact on applications.
2.3 Example

Figure 2 shows a notional network topology, where a number of different link layer technologies are used
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Figure 2: Overall Cislunar Protocols Architecture

3 Problem Formulation (Communications Requirements)

The cislunar architecture seeks to provide a secure, flexible, and efficient communications system that supports a wide range of user applications, including:

· Support for Voice over IP

· Support for COTS applications such as email and web browsing

3.1 Flexible Communications

XXX
3.2 Secure Communications
Some of the data during the exploration process will be sensitive.  Scientists may want to retain rights of 'first sight' to data from their instruments, or astronauts may need to converse with loved ones or doctors on the ground.

3.3 Multicast

Multicast data will be a requirement of the protocols

4 Proposed Architecture
4.1 Why a Network?

It is sometimes asked, "why do we need all these protocols?  We're only going to have four or five things to communicate with."  While it is true that almost any solution will work for small problems, it is worthwhile to examine the benefits that a networked architecture brings.

First, we should be careful to define exactly what 'using networking' means.  For this discussion, 'using networking' will be taken to mean a solution that uses some form of addresses to identify particular communications endpoints.  For IP, the connection is clear: the IP source and destination addresses would qualify a system using IP as using networking.  The important thing to note is that without such an addressing mechanism, the only way to distinguish between communications endpoints would be at the physical or data link layers, or at the application layer.  This is in fact what is commonly done today.

The major consequence of relying on physical or data link addresses to identify endpoints is an inability to communicate with anything not directly connected to the physical link.  This means that all communications that need to span multiple (non-transponded) links must be routed and forwarded at the application layer.  Current missions do this by routing all commands through a command and data handling system (C&DH) or other 'master controller' that has direct access to the link and that manages every aspect of the spacecraft.  Using a non-networked approach, all data from the ground destined for any element of the spacecraft can only be addressed to the (C&DH); there can be no direct communications with other elements of the spacecraft.  Thus if one wanted to query the status of a valve, one would have to generate a command to the spacecraft C&DH commanding it to query the status of the valve and to report back.  This is in fact an example of application-layer networking, since the application command (query the status of a valve) has to be encoded in an application layer protocol and routed (via the C&DH application) to the destination.  Shortstopping all possible commands in the C&DH in this manner causes the command dictionary to grow explosively, since every possible query and command to every spacecraft subsystem and element must be relayed.

When considering the restrictions of a transponded system, recall that some combinations of links (frequencies, modulation, and coding schemes) will be difficult, if not impossible, to bridge.  It may be very desirable to use UHF or some other radio frequency (RF) to communicate between Mars orbit and the surface in order to simplify the design of landed elements.  Simple omni or hemispherical RF antennas on landers and rovers can provide acceptable communications to orbit without the need for complex antenna tracking.  High-rate communications from Mars orbit to Earth may require optical communications.  Optical communications systems tend to employ modulation schemes (e.g. PCM) that are significantly different from RF modulation schemes (e.g. BPSK).  The only way to bridge two such link types without networking would be via application-layer routing on-board the relay satellite.  In this case, however, the command dictionary must encompass all possible communications with all landed elements, not just subsystems on board the relay itself.

With a networked architecture, we can use network addresses to communicate with things beyond the link terminus.  This allows the spacecraft to be more modular since, while the C&DH may still retain control of the spacecraft, it is possible to send commands to query the status of onboard elements directly, without having to send an explicit command to the C&DH to tell it to perform the action.  This decreases the complexity, and increases the reliability, of the C&DH.  Some filtering (possibly even stateful) may be required to prevent unauthorized commands from causing damage to a spacecraft or instrument.  Such filters can usually be employed as part of the overall security architecture, and possibly by the end system itself.  Placing the filtering functionality in the end system instead of elsewhere, such as in the C&DH, makes the entire spacecraft more modular and hopefully more robust.

Relying solely on physical and data link addressing also requires 'line-of-sight' communications, where 'line-of-sight' may be relayed through a transponder.  This precludes the ability to do 'store-and-forward' networking, a capability that has proven very useful to the recent Mars Spirit and Opportunity missions.  By allowing data to be stored on-board a relay satellite for later forwarding, we can dramatically increase the amount of data that can be sent, and also simplify operations.

To see how store-and-forward networking can the amount of data that can be relayed, consider trying to communicate with people on the surface of Mars from the Earth.  When the people are on the other side of Mars from Earth, such communications must go through some sort of relay satellite.  Without networking, the only option would be to use a transponding relay, which could provide communications only when the relay could see both the Mars base and Earth.  Using store-and-forward networking, data can be sent from Earth to the relay during all the time the relay is visible from Earth, regardless of whether the relay can see the Mars base or not.  When the relay passes in sight of the Mars base, it can then transmit during the entire pass period (not just when it can see the base and Earth).
4.2 Why the Internet Suite?

Over the past 35 years, the Internet suite of protocols has proven that it possesses many of the features desired in the cislunar architecture.  It has scaled from initial deployments on first 10s, then 100s, to ~180 million hosts worldwide in 2002 [Hobbs].  It has adapted from carrying just a few classes of application traffic (mainly telnet, file transfers, and email) in its early years to handling a myriad of traffic types not envisioned when it was first developed (web traffic, voice-over-IP, streaming audio and video, …).  Support for both quality of service and security are present, though improvements, especially to quality of service, remain.

4.3 IP

The Internet Protocol (IP) provides addressing, QoS marking, and limited congestion control information for IP packets.  The IP header format is shown in Figure 3.
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Figure 3: IP header format.

Section 4.3.1 discusses the basics of unicast IP routing, and section 4.3.2 discusses multicast routing.  Section 4.3.4 discusses the Internet Domain Name System (DNS), which although not part of the TCP/IP protocol suite per se, has come to be an integral part of the Internet.  Quality of Service architectures for IP, and routing to meet specific quality of service (QoS) constraints is deferred until section 4.7.
4.3.1 IP Routing
In IP networks, each device that needs to forward packets (router) contains a forwarding information base (FIB, or routing table).  The job of the FIB is, given an IP packet, to return the IP address of the next hop in the path to the packet's destination.  The FIB may be populated statically (via manual entry or configuration file), by a dynamic routing protocol, or both.

Routing protocols exchange information in order to populate each router's Routing Information Base, or RIB.  The RIB contains all of the information available to the routing algorithm at a particular node, and the information may not be immediately useful in determining the next hop for a packet.  Thus routing protocols generally distill the information from the RIB into a Forwarding Information Base (FIB, or routing table).  The exact nature of the information in the RIB can become important, as link-state routing protocols may maintain enough information to respond immediately to link failures several hops away.  Distance-vector protocols by contrast usually keep only the distance to and next hop towards a particular destination, so that the packets forwarded before the routing algorithm has converged may end up in routing loops or lost.
The FIB-based approach taken by most IP implementations takes a very 'now'-centric view of network connectivity.  That is, the set of reachable destinations towards which a packet can be forwarded is exactly the set that the routing protocol has determined are reachable right now, via a set of next-hop IP neighbors.  For space communication, where many links are established via the scheduled pointing of high-gain antennas, IP's standard routing and forwarding mechanisms will likely be inadequate, especially as latencies and disconnections increase.
High latencies will mean that it will take the routing protocol a long time to converge after any changes in the network topology, due to RF or optical link establishment and teardown, e.g.  Until knowledge of a topology change such as a new link becoming available has propagated to a particular location via the routing protocol, that new link will not be considered as usable.  As discussed below, disconnections can cause IP implementations to drop packets, a behavior that may not be desirable.  Section 5 discusses an overlay network concept designed specifically to deal with long latencies and disconnections.

IP routing protocols fall into two broad categories: distance-vector and link-state.  Distance-vector protocols build tables at each node that give the distance to every destination and the next hop towards that destination.  Link state protocols propagate information throughout the network about the state of each link.  Each node maintains a database of this link state and uses it to construct a shortest path tree, rooted at itself, to all destinations.

Intermediate-System to Intermediate System (IS-IS) and Open Shortest Path First (OSPF) are both link state protocols. As the name indicates, link state protocols track the operational state of every network interface.  Changes to the states of individual links trigger distribution of routing information through the network.  Link state protocols generally consume less bandwidth than distance vector protocols by reducing the size and number of messages sent.  For example, link state protocols only advertise the changes in routing, rather than then entire routing table.  However this feature results in higher CPU and memory consumption than distance vector protocols.

In link-state routing protocols every router maintains information about the entire network topology (not just its 1-hop neighbors) and uses this information to compute the best path to each destination.  The best next hop is then inserted into the forwarding information base (FIB, or routing table).  It should be noted that unlink RIP which generally uses a single hop count metric to determine the best path, OSPF can in principle use different cost metrics to determine the best path to a destination for different classes of traffic.  Thus high-priority traffic might have access to resources (links) that are not available to bulk traffic.  This level of class-based routing is not implemented at the IP-layer by commercial products.  Instead, multi-protocol label switching (MPLS) is used in conjunction with constraint-based routing to force traffic along certain paths.  This approach is discussed in section 4.7.3 below.  Because link state protocols maintain a picture of the entire network, a node can immediately re-compute a secondary path if a link in the primary path goes down.  This can vastly improve performance during the convergence time after a link failure compared to a distance vector protocol.

4.3.2 IP Mobility (MobileIP)

IP assumes a fixed relationship between IP address and location in the network topology.  This assumption is required in order to simplify the routing tables in core routers, allowing aggregation of IP addresses so that all addresses with a given prefix can be treated as a single entity by core routers.  Thus while JPL might be responsible for 216 addresses of a class-B network, routers in the core of the Internet need only a single entry (137.78/16) to route packets to any computer at JPL.  The TCP protocol assumes that the IP addresses of the endpoints are fixed for the duration of a connection.  This, combined with the above, makes it difficult for a user to maintain connections while moving from place to place within the Internet topology.  A half-solution to this problem is to simply have the mobile change its IP address as it moves.  This has the dual disadvantages that 1) TCP connections cannot span movement events and 2) users who do not already know the current IP address of the mobile cannot contact it.

IP Mobility [RFC2002] was developed to allow users to change their points of attachment to the network – to move within the network topology – while still maintaining a fixed IP address that could be used to maintain connections.  The approach involves allowing the mobile to keep a fixed IP address, and tunneling that address to the mobile’s ‘home’ whenever the mobile changes its point of attachment to the Internet.

Satellites (or crew exploration vehicles) that orbit the Earth may very well behave like mobile hosts with respect to Internet routing.  Consider a spacecraft that can connect to NASA’s ground network, NASA’s space network, ESA’s ground network, or a number of commercial providers of telemetry and tracking services.  Each of the ground-based entities in this case is likely to have its own IP address space, so that the spacecraft appears to move in the Internet topology as it changes connectivity from one provider to another.
4.3.3 IP Multicast
IP Multicast refers to the ability to send a single IP datagram to multiple recipients such that the datagram is replicated in the network as necessary.  This provides an efficient means of communication, and is a strong desirement of many messaging frameworks.  The IP protocol contains direct support for multicast through Class D addresses (224.0.0.0 to 239.255.255.255).  Each address in this range corresponds to a single multicast group.

Protocol Independent Multicast (PIM) is a popular multicast routing protocol.  Like unicast IP routing protocols, multicast protocols are responsible for determining which outgoing interface(s) a packet should be forwarded over in order to reach its intended destination(s).  The main difference is that multicast routing protocols focus on the class-D multicast part of the IP address space, while unicast protocols do not.
4.3.4 The Domain Name System (DNS)
DNS provides translation between mnemonic identifiers such as www.company.com and IP address such as 64.236.16.116, as well as mapping email addresses (of the form user@company.com) to the IP addresses of the email servers.  When a user types in a DNS name, either to telnet to the destination or to access a web page, the application must first resolve the DNS name to an IP address.  This resolution process takes place before the first data packet is transmitted, since the packet needs to have an IP destination address, not a DNS name.
The name-to-address resolution function (DNS) is implemented as a global distributed database, which can be visualized as an inverted tree with the special '.' node at its root.  Each node of the tree is responsible for knowing the addresses of the servers that are its immediate children.  That is to say, the nameservers responsible for the '.org' domain must know the addresses of the nameservers for all '.org' entities (mitre.org, ccsds.org, …).  Responsibility for a particular piece of the namespace, say the 'nasa' part of 'nasa.gov' is delegated by the nameserver for '.gov' to a particular (set of ) nameservers administered by NASA.  A typical resolution request from an end host starts with the host's local DNS server.  If the local DNS server does not have the answer cached, it forwards the request to a higher-tier server, possibly the root.  From there the request is relayed down the DNS hierarchy to the authoritative server for the name, which sends a response directly to the originator's local DNS.
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Figure 4: A piece of the DNS hierarchy.
DNS is also responsible for resolving the addresses of email servers.  When an email transfer agent needs to send mail to a particular destination of the form user@dns_name_of_organization, the IP addresses (actually the DNS names) of the organization's mail servers are looked up in DNS.

[image: image7.emf][kscott@m26959-linux ~]$ dig mx mitre.org

; <<>> DiG 9.2.3 <<>> mx mitre.org

;; global options:  printcmd

;; Got answer:

;; ->>HEADER<<- opcode: QUERY, status: NOERROR, id: 61606

;; flags: qr aa rd ra; QUERY: 1, ANSWER: 4, AUTHORITY: 5, ADDITIONAL: 6

;; QUESTION SECTION:

;mitre.org.                     IN      MX

;; ANSWER SECTION:

mitre.org.              10800   IN      MX 10 smtpproxy1.mitre.org.

mitre.org.              10800   IN      MX 10 smtpproxy2.mitre.org.

mitre.org.              10800   IN      MX 1 smtp-mclean.mitre.org.

mitre.org.              10800   IN      MX 1 smtp-bedford.mitre.org.

;; AUTHORITY SECTION:

mitre.org.              10800   IN      NS      dnsmstr.mitre.org.

mitre.org.              10800   IN      NS      dnssrv2.mitre.org.

mitre.org.              10800   IN      NS      dnssrv4.mitre.org.

mitre.org.              10800   IN      NS      mbunix.mitre.org.

mitre.org.              10800   IN      NS      mwunix.mitre.org.

;; ADDITIONAL SECTION:

smtp-bedford.mitre.org. 10800   IN      A       192.160.51.144

smtpproxy1.mitre.org.   10800   IN      A       192.160.51.76

smtpproxy2.mitre.org.   10800   IN      A       192.160.51.65

dnsmstr.mitre.org.      10800   IN      A       129.83.20.56

dnssrv2.mitre.org.      10800   IN      A       129.83.20.47

dnssrv4.mitre.org.      10800   IN      A       128.29.154.150


Figure 5: DNS query showing mail exchange (MX) records.

Note that resolving a DNS name to an address takes at least one round trip time between the requestor and the authoritative server for the name.  In long-latency environments such as between the Earth and Mars, this can mean anywhere from about 8 to 40 minutes to resolve a name to an address.  Recall that this resolution must take place before any data can be transmitted.  This is clearly unacceptable.

Many hosts and DNS servers cache results for some period of time.  If a particular DNS name and its corresponding IP address are cached, the address can be used immediately instead of having to get an answer from the authoritative server for the domain.  The mappings between DNS names and IP addresses change, however, so it is not good practice to cache DNS resolutions for "too long".  Windows, for example, typically caches entries for 1 day.

It is possible to replicate the contents of one DNS server to another via DNS zone transfers.  A zone transfer request asks a DNS server to dump all of its information, including name-to-address mappings, mail (MX) records, etc. to the requestor.  This would allow one to maintain a 'local' DNS cache so that it would not require a round trip across a long-haul space link in order to resolve a DNS name to an IP address.  There are a number of drawbacks to this approach.  The first drawback is the bandwidth requirement it would place on the network.  If one were to try to generate a local cache of all Earth-resident DNS information on Mars, it would require a significant amount of bandwidth to set up and to maintain, as the terrestrial DNS is not static.  Dynamicity of the terrestrial DNS would mean that consistency would also be an issue.  Incorrect information in the Mars-local DNS cache would render the Earth-resident systems inaccessible until the information was updated.  Even determining that the information was faulty would require at least one round trip, and updating it at least one more.  Finally, DNS servers are not required to service zone transfer requests, and there are good security reasons to not service them.  Thus there will continue to be pieces of the Earth's DNS that cannot be replicated remotely.  Those pieces would forever require a round trip time were they to be referenced by a host at Mars.

4.3.5 IP, Latency, and Disconnection

The IP protocol itself provides addressing, priority/QoS labeling (via the IP TOS of diffserv byte), and multiplexing of different transport protocols.  There are no inherent features of IP that prevent its use over arbitrary distances, including between the Earth and Mars or other planets.  Routing and other supporting protocols, including DNS, are affected by latency as discussed above.

There are also features of IP implementations that hinder IP performance over paths with disconnections.  This is because most IP implementations perform store-and-forward operations at the microsecond level, storing packets just long enough to determine the next hop and to queue the packets for transmission.  If it is the case that the next IP hop requires a link that is not available (if the packet needs to be forwarded over an RF interface that is not currently in use, e.g.), the packet is dropped.  This is not a failure of the IP protocol, but is a property of all terrestrial IP implementations.  While one could envision an IP implementation capable of 'holding on' to packets until an acceptable outbound interface is available, the implications of doing so turn out to be far-reaching.  Issues such as the ability to reschedule packets onto different interfaces, to defer transmission of packets that could be forwarded immediately in order to send them via a more favorable, though currently unavailable, interface, and name-to-address resolution all argue for redesigned system rather than a patch to IP implementations.  Section 5 below discusses an overlay network designed to handle disconnections and the type of scheduled connectivity that will likely be present in space exploration for the foreseeable future.
4.4 TCP

TCP is a layer 4 (transport) protocol in the Internet suite that provides reliable, in-order, at-most-once data delivery to applications.  TCP is the transport protocol used by many of the most common Internet applications, including file transfers (FTP), email (SMTP), and web browsing (HTTP).
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Figure 6: TCP Header
4.4.1 TCP in Stressed Environments

TCP performance can suffer in stressed environments characterized by large bandwidth*delay products, high bit error rates, and significant asymmetries in data rate.  The lunar environment will exhibit round trip light times on the order of 3 seconds, enough to cause degradation in TCP performance, especially if 'stock' end systems such as those running the Windows operating system are used.
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Figure 7: Maximum achievable TCP data rates (per connection) from the Moon and Mars.
A great deal of work has been done to improve TCP performance in stressed environments, with much of the attention focused on satellites and terrestrial wireless [RFC2760]
4.4.1.1 Space Communications Protocol Specifications (SCPS)

A joint NASA/DoD project was started in 1992 to develop a protocol suite suitable for use in a space environment.  The result was a set of protocol specifications collectively known as the Space Communications Protocol Specifications (SCPS).  SCPS specifies

· a file transfer protocol [SCPS-FP] with some unique features to support spacecraft operations.
· a transport protocol [SCPS-TP] that is actually a set of standardized extensions to TCP

· a security protocol [SCPS-SP] that is a 'cousin' to the IP Security protocol (IPSEC)

· a bit-efficient network protocol [SCPS-NP] that can be gatewayed into/out of IP networks
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Figure 8: The SCPS protocols are extensions or slight modifications of the Internet protocols.
The transport protocol, SCPS-TP, has seen the most use, and in fact has been implemented by a number of companies as part of TCP Performance Enhancing Proxy products (see section 4.4.1.2).

4.4.1.2 Performance Enhancing Proxies (PEPs)
4.4.1.2.1 Transport Layer PEPs
Some of the above degradations can be ameliorated with the use of performance enhancing proxies, or PEPs.  For TCP traffic, a TCP PEP is a device that is 'in the network' but that interacts with the end-to-end TCP flow in order to improve its performance.  There are a number of different kinds of PEPs discussed in [RFC3135], but one of the most common types are split-connection PEPs.  Split connection PEPs break the TCP connection into multiple connections, with the connections across the 'stressed' portions of the network using technologies that are specifically designed and/or tuned for performance.
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Figure 9: Split-connection PEPs break TCP connections into three parts.

Figure 9 illustrates a pair of split-connection PEPs bracketing a stressed link.  The PEP on the left terminates the TCP connection from the left-hand host, and uses a separate transport connection (in this case, SCPS-TP)

Note that in order to terminate TCP connections, the PEPs must be able to see and modify the TCP headers.  This requires that the TCP headers be 'in the clear' as they pass through the PEP, and not encrypted.  Network security mechanisms such as IP security (IPSEC) encrypt the transport (TCP) headers, preventing the use of performance enhancing proxies.  It is worth noting that most PEPs will pass IPSEC traffic, but it will not benefit from the PEP's enhancement.  This means that IPSEC can still be used if the security benefits it provides override the performance degradation.

It is also worth mentioning that most of the benefits of IPSEC can be obtained from transport layer security (TLS) mechanisms.  TLS encrypts the payload user data at the application/transport layer boundary, leaving the transport layer headers in the clear.  This allows PEPs in the middle of the path to do their jobs by manipulating the headers and/or terminating TCP connections.
4.4.1.2.2 Application Layer PEPs

It is usually possible to proxy application-layer protocols as well.  For example, many standard email servers, or mail transfer agents, will not be able to communicate if the round trip time is larger than ~5 minutes due to embedded timeouts in the applications.  This would mean that email couldn’t be used for communicating with astronauts on Mars, except when the planet was at its closest to Earth.  An SMTP application-layer PEP on board the spacecraft could serve as the next-hop mail transfer agent for mail sent to Earth.  The MTA on board the spacecraft would see a RTT of a few milliseconds to the proxy, and would happily forward mail to it.  The proxy could then encapsulate mail in some other protocol such as the Delay Tolerant Networking’s Bundle Protocol, for transmission to a peer proxy on Earth.  The Bundle protocol is capable of reliably transporting information over networks with arbitrary delays and disconnections, and is well-suited for interplanetary communications.  On earth, the peer application-layer PEP could receive the bundle and then serve as an MTA to forward the mail.  Note that this is NOT the same as simply tunneling the mail inside the bundling protocol.  To keep the sending MTA from timing out, the PEP on board the spacecraft must ‘speak’ the MTA application layer protocol and accept the mail from the sender.
4.5 UDP

The User Datagram Protocol [RFC768] provides basic multiplexing/demultiplexing services to applications via the UDP source and destination ports.
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Figure 10: UDP header format

Occasionally, engineers seeking relief from the performance problems of TCP in stressed environments will turn to UDP.  UDP does not contain the control loops that are present in TCP, and so does not have the same issues with respect to round trip times and performance.  UDP also does not have reliability or congestion control, two very important capabilities that often get re-introduced at the application layer.  The Nack-Oriented Reliable Multicast protocol [NORM] is an example of this, where congestion control and reliability have been built into what is essentially an application layer protocol in order to support TCP-like services in a multicast environment.
4.6 Other Transport Protocols (RTP, SCTP, …)
A number of other transport protocols besides TCP and UDP are used in the Internet.  The Real-time Transport Protocol (RTP), for example, runs over UDP and provides sequence numbers, time-tagging, and source information.  The Stream Control Transmission Protocol (SCTP) was originally developed for signaling applications, but has several properties that make it an attractive alternative to TCP.  SCTP provides support for multi-homing, the case where an end host has multiple network connections, and allows either switched or continuous access to all of the networks.  SCTP also allows multiple independent data streams to be combined under a single congestion control mechanism.  This can eliminate the ‘head-of-line blocking’ problem in TCP.

4.7 Quality of Service

Quality of Service (QoS) is a major concern in the cislunar environment.  In the proposed architecture, all types of data, including science information, HDTV streams, and voice over IP (VOIP) will travel over the same infrastructure.  Mission-critical and safety-of-life information must receive preferential treatment over routine telemetry, video streams, and other non-critical traffic.  This section describes some quality of service mechanisms for IP, and is included mainly to give framework and application developers an idea of what QoS capabilities are available.

In standard Internet routing, 'hop count', the number of network hops to the destination, is often the metric used to compute routes.  A measure related to bandwidth may also be used, as is often employed in OSPF.  In either case, the innate characteristics of the network topology determine the routes that packets will take to their destinations.

4.7.1 Class-Based Queueing (CBQ)

One mechanism for imposing quality of service is via class-based queueing (CBQ).  In CBQ, IP packets are separated into different classes based on their characteristics.  The most common characteristics used to classify packets are fields in the IP header such as source and destination IP addresses and port numbers, and the transport protocol.  Different classes of traffic can then be treated differently by the scheduler.  Examples of differential treatments include:

· Scheduling: packets from some classes can be scheduled to be transmitted before those from other classes.

· Bandwidth reservation on outgoing links:  bandwidth on outgoing links can be segregated to provide guaranteed bandwidth to certain classes of traffic.  Bandwidth guarantees can generally be either exclusive (i.e. not shared) or shared.  Bandwidth allocated exclusively to a particular traffic class is unavailable for other traffic and can be thought of as a separate, segregated channel.  Bandwidth that is sharable is allocated first to the class for which it reserved, with excess capacity portioned among other classes (including, possibly, best effort traffic).

Pre-configured CBQ classes have the additional advantage that there is no connection setup required to invoke them.

4.7.2 Differentiated Services (diffserv)

The Type of Service (TOS) byte in the IPv4 header was originally intended to allow applications to specify differential treatment of IP packets.  In its original incarnation, the TOS byte contained 3 bits of precedence followed by four bit flags.  A value of '1' in a flag position indicated the application's desire to have the network minimize delay, maximize throughput, maximize reliability, or minimize the cost of transporting the packet.  Most routers ignored the TOS byte when forwarding packets, and the byte has since been reassigned (in IPv4) to provide differentiated services (diffserv).  In diffserv, the first six bits of the TOS byte are available to hold a particular diffserv marking, called ad diffserv codepoint, or DSCP, while the last two bits are reserved.  In IPv6, the IPv6 traffic class octet is used to signal differentiated services.

In differentiated services, applications or routers mark the diffserv bytes of packets with a particular value, called a diffserv codepoint, to indicate the class of service that the packets require.  Routers use these classes to determine the treatment that packets traversing the routers receive.

Edge routers in a diffserv domain are responsible for measuring to determine the rate at which packets of different classes are being presented to the network.  Edge routers may mark, or remark, packets with particular DSCPs.  This marking can be done strictly on the basis of policy (port on which the traffic arrived, source and destination addresses/port numbers, etc.) or in conjunction with existing packet markings.  In the Internet, service providers generally do not trust end hosts to mark packets appropriately, and edge routers are configured to explicitly mark all packets entering the network.  Edge routers may also shape traffic of a particular class, queueing packets that are over the class's profile.  Instead of simply queueing packets that are over the profile, edge routers may drop excess packets, or may remark them into a different class.  Edge routers may use the incoming diffserv codepoint as a guide or as part of the policy in marking packets, or they may ignore any incoming marking, and mark the packet based solely on a set of policy rules (source and destination addresses, protocol).

Once in the core of the network, core routers treat packets according to their markings.  Core routers can be simpler in that they do not need to measure rates, mark packets, or shape traffic.  The diffserv architecture defines a number of Per Hop Behaviors (PHBs) that are the treatments given to packets with specific diffserv marking on a hop-by-hop basis.

The most preferential treatment is given to packets of the expedited forwarding, or EF, class (diffserv codepoint 0x46).  EF packets are forwarded first and generally provide a low loss, low latency, low jitter service.  The diffserv architecture also defines four assured forwarding classes (AF1—AF4).  Packets in lower AF classes receiver preferential forwarding treatment with respect to packets in higher AF classes.  Thus a packet in AF1 will be forwarded before a packet in AF4.  Within each assured forwarding class there are three drop precedences.  Within each AF class, packets with the higher drop precedence are discarded first if a router has to drop packets.  The various AF class/drop precedence combinations are shown in Table 1.

Table 1: Assured Forwarding (AF) Codepoints

	
	Class 1
	Class 2
	Class 3
	Class 4

	Low Drop Precedence
	AF11 (0x10)
	AF21 (0x18)
	AF31 (0x26)
	AF41 (0x34)

	Medium Drop Precedence
	AF12 (0x12)
	AF22 (0x20)
	AF32 (0x28)
	AF42 (0x36)

	High Drop Precedence
	AF13 (0x14)
	AF23 (0x22)
	AF33 (0x30)
	AF43 (0x38)


4.7.2.1 Differentiated Services with Bandwidth Brokers

The basic diffserv architecture described above provides differentiated services to different IP traffic classes, but does not guarantee any particular quality of service.  For example, if all packets are marked with the expedited forwarding (EF) diffserv codepoint and there is enough traffic to cause congestion, some packets will be dropped, and the rest may encounter long queueing delays.

To ensure that the various traffic classes maintain their required qualities of service requires some form of admission control.  Such admission control can be provided via a bandwidth broker mechanism.  A bandwidth broker is a device that cooperates with diffserv edge routers to provide admission control to a diffserv domain.  Bandwidth broker schemes are usually used in conjunction with some sort of signaling from the end hosts to facilitate admission control.  One of the ways that has been investigated to accomplish this is an Intserv/diffserv approach, whereby applications use RSVP as the signaling mechanism to request resources from the network.  In the interserv/diffserv approach, instead of flowing end-to-end, the edge routers in a diffserv domain terminate the RSVP signaling and forward a bandwidth request to the broker.  This way the bandwidth broker knows the bandwidths of the various flows through the domain, and can make decisions as to whether or not accepting a new flow would endanger the quality of service agreements with existing flows.
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Figure 11: Diffserv domain with edge and core routers and a bandwidth broker.
4.7.3 Constraint-Based Routing

It is conceivable that certain traffic classes will have requirements on delay/jitter and also on error rate.  Such a requirement might be expressed as: "I need to send data from A to B and I need at least 4Mbps low jitter and a bit error rate < 10-6."  The task of finding a network path from source to destination that meets some set of constraints (other than just connectivity) is called constraint-based routing.  The type of multiple-constraint-based routing problem just described is (generally) NP-hard, meaning that calculating optimal solutions for reasonably-sized networks may be prohibitively difficult.  In this case, heuristics are usually employed.

There are thee aspects to constraint-based routing

· Gathering and disseminating the relevant link/node characteristics

· Calculating routes for various traffic types

· Causing traffic of those types to actually use the calculated routes

Various traffic engineering extensions to routing protocols have been defined to disseminate constraints.
4.7.3.1 OSPF-TE (RFC3630)

RFC3640 specifies an OSPF link state advertisement (LSA) type for carrying traffic engineering information.  Within this LSA type, there are a number of subtypes for particular TE information:

1. Link type (1 octet) [point-to-point or multicast]

2. Link ID (4 octets) [identifies other end of the link]

3. Local interface IP address (4 octets)

4. Remote interface IP address (4 octets)

5. Traffic engineering metric (4 octets) [Link metric for traffic engineering purposes – generally assigned by network administrator]

6. Maximum bandwidth (4 octets) [bytes per second]

7. Maximum reservable bandwidth (4 octets) [bytes per second]

8. Unreserved bandwidth (32 octets) [unreserved bandwidth at each of the eight priority levels]

9. Administrative group (4 octets) [bitmask assigned by the network administrator; each bit corresponds to one administrative group assigned to the interface]

Note that:

1. RFC3640 doesn't specify an LSA subtype for communicating bit error rate (though one could easily be added)

2. Once the LSA extensions have been used to distribute TE information and a suitable path has been calculated, some mechanism for ensuring that traffic with the particular requirements is actually routed over the path will be needed.  MPLS is commonly used for this.

4.7.3.2 ISIS-TE

RFC3784 describes proposed IS-IS extensions for traffic engineering.  Specifically, RFC3784 defines an extended IS reachability type-length-value (TLV) tuple, type 22, containing the following information:

· System ID and pseudonode number (7 octets)

· Default metric (3 octets)

· Sub-TLV length (1 octet)

· 0-244 octets of sub-TLVs

· Administrative group (4 octets)

· Local IPv4 Interface address (4 octets)

· Remote IPv4 neighbor address (4 octets)

· Maximum link bandwidth (4 octets)

· Reservable link bandwidth (4 octets)

· Unreserved bandwidth (32 octets)

· TE default metric (3 octets)

4.7.3.3 Calculating and Enforcing Routes

Once the link characteristics have been distributed throughout the network, a routing protocol must calculate paths and, in the case of constraint-based routing, provide a means of causing traffic to use those paths.  Note that in constraint-based routing, the path that a particular packet takes may not be the same as the 'default' path generated by the 'standard' metric.  That is, if the routing protocol generally calculates paths based on hop count, a flow that requires a particular bandwidth may have to be routed over a longer, but wider, path.

In today's networks, Multi-Protocol Label Switching, or MPLS is the primary mechanism used to cause traffic to follow paths other than the defaults calculated by the routing protocol.  In MPLS, information is pushed to all of the routers to establish certain paths (or tunnels) in the network.  Traffic entering an MPLS tunnel is modified so that an MPLS header is added beforer the IP header.  Once in the tunnel, the packet is switched (routed) based on the MPLS header, not on the contents of the IP header.

With current technology it is possible to dynamically and automatically maintain MPLS paths that meet certain (single) constraints, usually bandwidth.  Using these mechanisms, we could specify that there needs to be an MPLS tunnel between points A and B (maybe an astronaut and the control center) such that there is always at least 1 Mbps of unused capacity on every link in the path.  Then 'critical' traffic generated by the astronaut can be directed into this MPLS tunnel and be assured of a low probability of congestion loss.  If the ratio of unused capacity to available capacity is high, this can also be an indication that the path will have low delay.  The actual delay of packets in the path will depend on other QoS factors, such as the presence of differentiated services.

Current router implementations do not allow for the automated maintenance of paths that meet multiple constraints, such as bandwidth and delay.

4.7.4 Integrated Services (RSVP)

An alternate approach to providing quality of service in the Internet is called integrated services, or intserv.  The integrated services architecture [RFC1633] specifies two classes of service, a controlled load service and a guaranteed service.  In both services, applications make reservations with the network, specifying the general traffic load (average and peak bit rates) that the applications will generate.  If the reservations succeed, the controlled load service attempts to provide service that is comparable to what packets would see on an unloaded or lightly-loaded network, regardless of the actual congestion state.  This is usually achieved by reserving bandwidth for the flow, so that packets belonging to reservations rarely, if ever, see congestion.  RFC2212 specifies the Intserv guaranteed service, a service that attempts to provide guaranteed end-to-end delay and bandwidth to packets.

Unlike diffserv, where there are a fixed number of traffic classes and traffic from many different applications and endpoints can all belong to a given class, Intserv provides per flow reservations.  Flows are identified by the combination of (source IP address, destination IP address, transport protocol (TCP or UDP), and port #).  Information about reservation requirements (bandwidth) is passed from the application to the network, and then from router to router along the data path.

The prevalent signaling protocol for integrated services is the Resource reSerVation Protocol (RSVP), and RSVP is often used to mean integrated services.  Information about the application request for bandwidth (an RSVP PATH message) is passed hop-by-hop through the network all the way to the destination application.  The destination application has an opportunity to modify the resource requirements requested by the source, and then the reservation request is passed back into the network and forwarded to the sender.  Note that this step of forming a reservation requires support from the destination application.  As the reservation request moves back towards the source, it sets up soft state in each of the routers, allocating bandwidth for the reservation.  This soft state is refreshed periodically, so that if the application were to die silently, resources wouldn't remain locked up forever.  The soft state approach also supports changes in the data path.  If the route between source and destination changes, the next soft state update will instantiate state in the routers that were not part of the previous path.  This can be problematic, however, since 1) there will be a period of time where the flow traverses a portion of the network where no reservation is in place – the packets are subject to congestion loss and 2) there is no guarantee that the new path can support the reservation.

RSVP signaling can propagate over networks that do not support integrated services.  This was a design decision to allow integrated services to be deployed incrementally.  In this case, RSVP signaling still flows end-to-end, and there must be application support at the source and destination.  In the portions of the network that do not support integrated services, the RSVP messages are simply forwarded, they never effect bandwidth reservations in the routers they traverse.  Data packets traversing the portion of the network that does not support Intserv have no preferential treatment by routers.
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Figure 12: RSVP signaling.
4.7.5 QoS Recommendations

Some combination of all of the above strategies will probably be required.  Manually configured CBQ has the appeal of being easily understood and checked (i.e. simple configuration commands will inform the network operators of its settings).  CBQ classes that provide guaranteed bandwidth for voice traffic, for example, may provide a level of comfort that voice traffic will be able to get through in the presence of network congestion.

Diffserv will probably be useful to support sets of applications with similar traffic requirements.  Differentiated services can coexist with static class-based queueing rules, but a more likely approach would use the diffserv Expedited Forwarding (EF) class for the most critical traffic.  Simply using the EF diffserv class will assure that packets receive premium treatment with respect to forwarding, and is appropriate for low to medium bandwidth applications (e.g. voice).  If there are areas in the network that would not have the bandwidth to support the services that would use the EF codepoint, a combination of constraint-based routing and MPLS will be required to ensure that the traffic is routed around the under-provisioned areas.

4.8 Data Link Protocols

The network and higher layer protocols mentioned above depend on data link protocols for access to physical communications media.

4.9 Advantages of using the Internet suite (How the proposed architecture addresses the problems).

4.10 Hardware / Software Considerations

4.10.1 End Systems

The various end systems and routers that comprise ‘the network’ run on processors – generally processors with operating systems such as Windows, VxWorks, and UNIX variants including Linux.  Almost any modern operating systems supports, either ‘out-of-the-box’ or via an option, at least the basic end system functions of the Internet suite.  That is, nearly any operating system contains support for TCP and UDP.  Some of the operating systems above can be made to support more advanced IP functions such as RSVP signaling, IPSec, MobileIP, and advanced transport protocols like SCTP.  Others (at the time of this writing) do not support all of these features.  Thus the hardware/operating system that applications run on will probably need to be a consideration, at least initially, to ensure that the underlying OS provides the capabilities needed.

4.10.2 Edge and Core Routers

Routers in the Internet, especially those in the ‘core’ of the network, are special-purpose machines designed specifically to forward IP packets at amazing speeds.  Cisco, Juniper Neworks, 3Com, Nortel, and others all manufacture routers that conform to all IETF standards with respect to IP, and products from large vendors generally include large subsets of ‘emerging functionality,’ – things that are specified in Internet RFCs that have not yet achieved the status of full standards.  Many of the QoS mechanisms discussed earlier fall into this latter category, where some work has been done but where there are also some areas for interpretation.  Cisco routers, for example, can set up and maintain MPLS paths that meet particular bandwidth characteristics useful to handling either critical traffic such as voice, or high-volume traffic such as software uploads of HDTV streams.

Open source operating systems such as Linux provide a mix of performance, stability, and extensibility that is quite different from the large router vendors.  While large router vendors have to date been very averse to providing users with the information needed to make modifications to their products.  Linux, on the other hand, is open source software, and users have complete access to the system, including the pieces that implement IP routing and forwarding, and QoS.  Work on bandwidth brokers, for example, has progressed rapidly in the academic and research community running Linux.  Because it is an evolving, open source project, use of Linux, especially in the flight segment, will need to be rigorously tested and proven before it is deployed in a mission- or safety-critical capacity.

4.11 Recommendations

There will probably need to be an evolution in the protocols area as the scope of exploration extends further and further from Earth.  For initial missions where the round trip light time from Earth to the destination is no more than ~3s (i.e. up to lunar distances), standard Internet protocols can be used.  This will allow easy deployment of COTS products, and a short path to a workable prototype.  The downsides of this approach are that communications latencies will be increased if DNS queries have to be resolved on Earth, and TCP performance will be rather poor.

Because of the large number of applications that depend on TCP, improving TCP performance will be a high priority early on.  To this end, the architecture, and particularly security, need to plan for the deployment of transport layer performance enhancing proxies as close as possible to the link termini.  If the proxies can be placed so that there is dedicated bandwidth for inter-proxy communications, the inter-PEP transport protocol can run without congestion control.  Studies have shown that this configuration can provide very high link utilization.

5 Delay-Tolerant Networking

As round trip delays increase beyond a few seconds, TCP performance falls off drastically.  As latencies increase to the order of minutes, the protocols supporting IP, particularly DNS and the IP routing protocols, become inefficient or unusable.  Finally, disconnections in the network will cause IP packets to be dropped.

To overcome these deficiencies, a new networking methodology is being developed.  Delay / Disconnection Tolerant Networking (DTN, [Fall03, dtnrg]) is an overlay network that provides end-to-end communications services even when round trip times are arbitrarily large and the network is subject to disconnections at layers 3 (network) and 4 (transport).  Some of the features of DTN are:

· A two-token routing approach to circumvent the latency issues that make DNS inappropriate for long-RTT (on the order of minutes) environments

· The ability to make temporal routing decisions based not only on current reachability but also on external knowledge such as a communications schedule

· Security mechanisms that protect the infrastructure (DTN routers)

· Optional reliability suitable for long-RTT environments (custody transfers)
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Figure 13: The DTN 'Bundle' protocol implements a store-and-forward network that can handle delays and disruptions.

Figure 13 shows where the DTN bundle protocol fits in the communications stack.  Bundling is above transport, so to the rest of the protocols presented here it appears as an application.  In the same way that IP unifies many heterogeneous networks into a single Internet, bundling unifies many, possibly intermittently connected, internets.
6 Interfaces

This section presents the upper- and lower-layer interfaces to/from the protocols piece of the cislunar communications architecture.

6.1 Lower Layer Interface

6.1.1 Requirements

To function efficiently, the lowest layer of the protocols task (IP) needs services from the layer below it.

All link layers should support a packetized or framed interface, where the network layer supplies a network-layer PDU to the link, and that PDU is delivered atomically to the network layer at the other end of the link.  We note that other functions such as line outage recording may require an alternate, probably bit-level, interface to the link.

Table 2: Requirements from Link Layers

	Feature
	
	Rationale

	Packetized interface
	
	It is extremely inefficient for network layer software to find frame boundaries in a bitstream.

	Support for high data rates.
	
	Will probably need to support high-rate software uploads and HDTV downlinks.

	Ability to 'bootstrap' communications.
	
	It would be very good if two spacecraft that had no prior knowledge of each others' existence could meet up and bootstrap a communications session starting at the physical layer.


Table 3: Desires from Link Layers

	Feature
	
	Rationale

	Ability to influence link layer characteristics such as tradeoff between RTT and reliability.
	
	

	
	
	


7 Operations Concept
8 Conclusions
CCSDS AOS





CCSDS Prox-1





802.11[bg]





HDLC





Other





E





Moon





Mars





LTP








_1158491426.xls
Chart1

		0.05		0.05

		8.3111111111		8.3111111111

		41.5555555556		41.5555555556



*Ref: Paxson dissertation

1 loss per 5000 packets*

1 loss per100 million packets

1 packet lost per 100 million

Round Trip Time (minutes)

User Data Throughput (bps)

Upper Bound on Achievable TCP Throughput

273037.498442166

38613333.3333333

1642.6052713767

232299.465240642

328.5210542753

46459.8930481283



Cwnd

		1000000		bps

		125000		Bps

		83.3		pps (1500 byte packets)

		240		One way delay (sec)

		40000		Packets in full pipe (1500 bytes/pkt)

		1333.3		Time to recover from single packet loss (hours)

		3.2		Time to open congestion window fully (hours) [Ack-every-other]

		2.0		Time to open congestion window fully (hours) [Ack-every]																				Round Trip Number		Ack Every		Ack Every Other

																						Initial Cwnd (Pkts)		1		3		3

		17333		Ack every other bandwidth requirement																				2		6		5

		34667		(bps) Ack every bandwidth requirement																				3		12		8

																								4		24		12

																								5		48		18

																								6		96		27

																								7		192		41

																								8		384		62

																								9		768		93

																								10		1536		140

																								11		3072		210

																								12		6144		315

																								13		12288		473

																								14		24576		710

																								15		49152		1065

																								16		98304		1598

																								17		196608		2397

																								18		393216		3596

																								19		786432		5394

																								20		1572864		8091

																								21		3145728		12137

																								22		6291456		18206

																								23		12582912		27309

																								24		25165824		40964

																								25		50331648		61446

																								26		100663296		92169

																								27		201326592		138254

																								28		402653184		207381

																								29		805306368		311072

																								30		1610612736		466608

																								31		3221225472		699912

																								32		6442450944		1049868

																								33		12884901888		1574802

																								34		25769803776		2362203

																								35		51539607552		3543305

																								36		103079215104		5314958

																								37		206158430208		7972437

																								38		412316860416		11958656

																								39		824633720832		17937984

																								40		1649267441664		26906976

																								41		3298534883328		40360464

																								42		6597069766656		60540696

																								43		13194139533312		90811044

																								44		26388279066624		136216566

																								45		52776558133248		204324849

																								46		105553116266496		306487274

																								47		211106232532992		459730911

																								48		422212465065984		689596367

																								49		844424930131968		1034394551

																								50		1.68884986026394E+15		1551591827

																								51		3.37769972052787E+15		2327387741

																								52		6.75539944105574E+15		3491081612

																								53		1.35107988821115E+16		5236622418

																								54		2.7021597764223E+16		7854933627

																								55		5.4043195528446E+16		11782400441

																								56		1.08086391056892E+17		17673600662

																								57		2.16172782113784E+17		26510400993

																								58		4.32345564227568E+17		39765601490

																								59		8.64691128455135E+17		59648402235

																								60		1.72938225691027E+18		89472603353

																								61		3.45876451382054E+18		134208905030

																								62		6.91752902764108E+18		201313357545

																								63		1.38350580552822E+19		301970036318

																								64		2.76701161105643E+19		452955054477

																								65		5.53402322211287E+19		679432581716

																								66		1.10680464442257E+20		1019148872574

																								67		2.21360928884515E+20		1528723308861

																								68		4.42721857769029E+20		2293084963292

																								69		8.85443715538058E+20		3439627444938

																								70		1.77088743107612E+21		5159441167407

																								71		3.54177486215223E+21		7739161751111

																								72		7.08354972430447E+21		11608742626667

																								73		1.41670994486089E+22		17413113940001

																								74		2.83341988972179E+22		26119670910002

																								75		5.66683977944357E+22		39179506365003

																								76		1.13336795588871E+23		58769259547505

																								77		2.26673591177743E+23		88153889321258

																								78		4.53347182355486E+23		132230833981887

																								79		9.06694364710972E+23		198346250972831

																								80		1.81338872942194E+24		297519376459247

																								81		3.62677745884389E+24		446279064688870

																								82		7.25355491768778E+24		669418597033305

																								83		1.45071098353756E+25		1.00412789554996E+15

																								84		2.90142196707511E+25		1.50619184332494E+15

																								85		5.80284393415022E+25		2.2592877649874E+15

																								86		1.16056878683004E+26		3.3889316474811E+15

																								87		2.32113757366009E+26		5.08339747122165E+15

																								88		4.64227514732018E+26		7.62509620683248E+15

																								89		9.28455029464035E+26		1.14376443102487E+16

																								90		1.85691005892807E+27		1.71564664653731E+16

																								91		3.71382011785614E+27		2.57346996980596E+16

																								92		7.42764023571228E+27		3.86020495470894E+16

																								93		1.48552804714246E+28		5.79030743206341E+16

																								94		2.97105609428491E+28		8.68546114809512E+16

																								95		5.94211218856983E+28		1.30281917221427E+17

																								96		1.18842243771397E+29		1.9542287583214E+17

																								97		2.37684487542793E+29		2.9313431374821E+17

																								98		4.75368975085586E+29		4.39701470622315E+17

																								99		9.50737950171172E+29		6.59552205933473E+17

																								100		1.90147590034234E+30		9.8932830890021E+17

																								101		3.80295180068469E+30		1.48399246335032E+18

																								102		7.60590360136938E+30		2.22598869502547E+18

																								103		1.52118072027388E+31		3.33898304253821E+18

																								104		3.04236144054775E+31		5.00847456380732E+18

																								105		6.0847228810955E+31		7.51271184571098E+18

																								106		1.2169445762191E+32		1.12690677685665E+19

																								107		2.4338891524382E+32		1.69036016528497E+19

																								108		4.8677783048764E+32		2.53554024792746E+19

																								109		9.7355566097528E+32		3.80331037189119E+19

																								110		1.94711132195056E+33		5.70496555783678E+19

																								111		3.89422264390112E+33		8.55744833675517E+19

																								112		7.78844528780224E+33		1.28361725051327E+20

																								113		1.55768905756045E+34		1.92542587576991E+20

																								114		3.1153781151209E+34		2.88813881365487E+20

																								115		6.23075623024179E+34		4.3322082204823E+20

																								116		1.24615124604836E+35		6.49831233072345E+20

																								117		2.49230249209672E+35		9.74746849608517E+20

																								118		4.98460498419343E+35		1.46212027441277E+21

																								119		9.96920996838687E+35		2.19318041161916E+21

																								120		1.99384199367737E+36		3.28977061742874E+21

																								121		3.98768398735475E+36		4.93465592614311E+21

																								122		7.9753679747095E+36		7.40198388921467E+21

																								123		1.5950735949419E+37		1.1102975833822E+22





BW vs RTT vs P(loss)

		Bandwidth		RTT (minutes)		P(pkt loss)

		10000		0.05		1.00E-11

		20000		8.31		1.00E-10

		40000		41.56		1.00E-09

		80000				1.00E-08

		160000				1.00E-07

		320000				1.00E-06

		640000				1.00E-05

		1280000				1.00E-04

		MSS		1448

		Equiv BER (Bernoulli):		0		0		0.0000000001		0.0000000008		0.0000000167		0.0000000083		0.0000000834		0.0000008375		0.00000878

		RTT (minutes)/P(pkt loss)		1.00E-08		1.00E-07		1.00E-06		1.00E-05		2.00E-04		1.00E-04		1.00E-03		1.00E-02		1.00E-01

		0.05		38,613,333		12,210,608		3,861,333		1,221,061		273,037		386,133		122,106		38,613		12,211

		8.31		232,299		73,460		23,230		7,346		1,643		2,323		735		232		73

		41.56		46,460		14,692		4,646		1,469		329		465		147		46		15

		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0





BW vs RTT vs P(loss)

		0.05

		8.3111111111

		41.5555555556



Round Trip Time (minutes)

User Data Throughput (bps)

Upper Bound on Achievable TCP Throughput
(Assuming 1 packet loss per 100 million packets)

38613333.3333333

232299.465240642

46459.8930481283



RTTs

		1.49600E+08		km/au

		300000000		c (m/sec)

		498.67		sec/AU

		8.31		min/AU

		Mars		1.5		AU Average Orbit

		0.5		8.31		RTT (min) closest								5.46		seconds/day change

		2.5		41.56		RTT (min) furthest								1%		% change per day

		Jupiter		5		AU Average Orbit

		4		66.49		RTT closest

		6		99.73		RTT furthest

		Saturn		9.5		AU Average Orbit

		8.5		141.29		RTT closest

		10.5		174.53		RTT furthest

		Asteroids		2.3		AU Average Orbit

		1.3		21.61		RTT closest

		3.3		54.85		RTT furthest

		Venus		0.723		AU Average Orbit

		0.277		4.60		RTT closest

		1.723		28.64		RTT furthest





Sheet3

		






