AMS Interoperability Testing

Roughest cut -- started by Tim Ray -- 8/20/08

We will mix and match entities from the available pool of implementations, and run a sequence of tests that are intended to start with the simplest stuff and gradually get more complex.  For each entity-type (server, registrar, node) there will be a checklist of functionality.  Each implementer will fill out the 3 checklists, and that will determine the pool of available implementations for each test.

**** Core functionality ****

1 server + 1 registrar
· registrar able to register

· Successful heartbeat exchange

1 server + 1 registrar + 1 node

· Node able to register and unregister repeatedly

· Successful heartbeat exchange

1 server + 1 registrar + 2 nodes

· Nodes able to register and be aware of each other

· Successful heartbeat exchange (nominal situation)

· Each node able to add and remove sub/inv (and be aware of each other’s status)

· Each node able to publish and announce messages

· Each node able to send, query, and reply

· Each node able to unregister and then repeat the previous steps

1 server + 2 registrars + 4 nodes (2 in each cell)

· same steps as for previous test

**** Imputed death ****

1 server + 1 registrar
· Nominal startup, registration, and heartbeat exchange.

· If registrar is shut down, server imputes its death and ‘removes’ it.

· If registrar is restarted, it can re-register successfully and heartbeats are resumed nominally.

· If server is shut down, registrar imputes its death and …  (tbd)

1 server + 1 registrar + 1 node

· Nominal startup, registration, and heartbeat exchange

· If node is shut down, registrar imputes its death and ‘removes’ it.

· If node is restarted, it can re-register successfully and heartbeats are resumed nominally.

· If registrar is shut down, … (tbd)

**** Resynchronization ****

tbd

<add more sections as needed>

(multiple servers, etc)
