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FOREWORD

Through the process of normal evolution, it is expected that expansion, deletion, or
modification of this document may occur. This Report is therefore subject to CCSDS
document management and change control procedures, which are defined in Organization
and Processes for the Consultative Committee for Space Data Systems (CCSDS A02.1-Y-4).
Current versions of CCSDS documents are maintained at the CCSDS Web site:

http://www.ccsds.org/

Questions relating to the contents or status of this document should be sent to the CCSDS
Secretariat at the email address indicated on page i.
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1 INTRODUCTION

1.1 PURPOSE

CCSDS develops standards that support interoperable interfaces between the various
elements of space data systems that may be distributed between different space agencies or
other institutions. CCSDS itself is organized into a number of Areas, each of which has
responsibility for standardization of different elements of space data systems. These
standards have been developed over decades, with the intention that the various standards
developed by CCSDS can be deployed effectively together in actual space data systems.
These standards must provide a stable base for developing ground systems and missions, but
at the same time, CCSDS must support evolution as new technologies become available and
are standardized for broad use in interoperation and cross-support situations.

CCSDS is defining and describing a complete reference architecture for space data systems that
shows how all of the CCSDS Recommended Standards are intended to be configured and
deployed for use. This complete CCSDS reference architecture is being published in two parts,
essentially distinguishing communications services that transport and deliver data from
applications services that use these delivery services to carry out missions. This Application
and Support Layer (ASL) Reference Architecture specifically addresses both published
standards and the current roadmap for development of standards for the second of these, the
application and upper layers of the International Organization for Standardization (ISO)
protocol stack (reference [43]). A separate document, the Space Communications Cross
Support—Architecture Description Document (SCCS-ADD) (reference [50]), describes all of
the defined underlying communications and networking services upon which the ASL depends.

1.2 SCOPE

The scope of the ASL Reference Architecture presented in this document covers Application
Layer and support services, interfaces, and data exchange standards (OSI upper-layer
functions, layers 5-7) that represent interoperability boundaries between agencies or systems.
These are developed by the CCSDS Mission Operations and Information Management
Services (MOIMS) and Spacecraft Onboard Interface Services (SOIS) Areas. It includes
Application Layer services and protocols on ground and in flight and also addresses the
syntax and semantics of data formats exchanged across such interfaces and how the standard
information objects those data formats contain may be used or referenced across multiple
service interfaces. The SOIS Area defines other spacecraft onboard services for subnet and
wireless communications, which are also covered in this document. In principle, Application
Layer interactions may be considered independent of the underlying communications
architecture, but an actual deployment will need to consider the full protocol stack, including
the underlying communications layers addressed in the SCCS and SOIS documents, to
achieve end-to-end communication.

The scope of this document is specifically those CCSDS service and data exchange standards
associated with the MOIMS and SOIS Areas. In this sense, it is a companion document to the
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SCCS-ADD (reference [50]) that addresses standards associated with the CCSDS Space Link
Services (SLS), Space Internetworking Services (SIS), Cross Support Services (CSS), and
Systems Engineering Area (SEA) Areas. All communications between Application Layer
system elements, on the ground and in flight, will utilize these underlying Data Link Layer
and/or Network Layer services and compatible terrestrial services when appropriate. All of the
terrestrial service deployments are assumed to use the CSS cross-support services to plan,
schedule, configure, and utilize the space communications terminals that provide access to
space. Some CSS standards are referenced directly within the ASL Reference Architecture, as
they are themselves Application Layer services or directly call them.

With respect to the context of space link and network communications architecture, this
document should be read in conjunction with the SCCS-ADD (reference [50]).

The scope of this reference architecture includes (for the MOIMS and SOIS Areas):
— published CCSDS Recommended Standards;
— CCSDS Recommended Standards currently under development;

— identified future CCSDS Recommended Standards, forming part of the road map for
standardization, as defined in published CCSDS Green Books or Working Group
Charters;

— functional interactions for which there is currently no identified CCSDS
Recommended Standard, but for which future standards may be identified.

The current status of standards development is clearly indicated within this reference
architecture but is also subject to change over time as the CCSDS Working Groups make
progress on their planned development of new standards and updates to current ones. The
CCSDS website, www.ccsds.org, is the best reference for the current state of any standards
referenced in this document. The CCsDS Project  framework,
https://cwe.ccsds.org/fm/Lists/Projects/Alllitems.aspx, provides a view of the plans for
updating them. Normal CCSDS processes require reviewing, and possibly updating,
standards every five years. In the normal process of development, this document will be
reviewed and updated in the same way, and will reflect additions, updates, and the
maturation of standards that are presently in work.

It is important to keep in mind that detailed definitions of the services and data exchange
formats are not contained within this document, but are to be found within the referenced
standards themselves. This reference architecture only models these to the extent required to
identify the standards and describe the relationships among them.

1.3 RATIONALE

The complete CCSDS reference architecture can be used to:

— show how CCSDS Recommended Standards may be orchestrated together within
actual space data systems;
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— identify gaps in current and planned standardization at these layers;

— identify overlaps between current and planned standardization at these layers.

The first steps in this process defined the Space Communications Cross Support (SCCS)
architecture (references [50] and [2]), which addresses the relationships among Physical to
Transport Layer standards, security standards, and some Application Layer process and
transport services, developed within four CCSDS Areas:

- SLS;
- SIS;
- CSs;
- SEA.

The purpose of this document is to provide the second half of this reference architecture and
to cover ASL standards associated with the remaining CCSDS Areas:

- MOIMS;
- SOIS.

Taken together with the SCCS-ADD, these documents provide an understanding of how all
CCSDS protocols, services, and data exchange standards work together in the context of a
space data system.

1.4 DOCUMENT STRUCTURE

This document is organized into the following main sections:

— ASL Architecture Concepts: provides a technical background and overview of the
MOIMS and SOIS Areas.

— ASL Reference Architecture: describes the approach of describing the reference
architecture in terms of seven modelling viewpoints and introduces the graphical
notation used.

— The remaining sections document each of the seven viewpoints in turn, extended
from the RASDS (reference [1]) viewpoints:

* Functional Viewpoint;

Information Viewpoint;

Service Viewpoint;

Communications (Protocol) Viewpoint;

Physical (Connectivity) Viewpoint;
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* (Functional) Deployment Viewpoint;
* Implementation Viewpoint.
— Annex A: Acronyms.

— Annex B: Functional Viewpoint Alternative Style Diagrams.

1.5 DEFINITIONS

Any terms that are defined specifically in this document are defined in this section. There
are also terms referenced from other documents that are shown for easy reference, along with
their sources.

action: (Mission Operations [MO] Monitor and Control [M&C] Services) A single
executable task of a service provider, a telecommand is an example of an action. (Reference

[17])

actuator: (SOIS) A component of a machine that is responsible for moving and controlling a
mechanism or system.

aggregation: (MO M&C Services) A collection of parameters provided as a set by a service
provider. (Reference [17].)

alert: (MO M&C Services) Any operationally significant event. (Reference [17].)

argument: A run-time parameter provided to various control items on invocation.
Arguments apply to actions, alerts, procedures, planning activities, and planning events,
among other items. [MOIMS, multiple references.]

Asynchronous Message Service, AMS: (SIS) The protocol procedures and data units that
accomplish automatic configuration of Asynchronous Messaging Service (AMYS)
(reference [41]) communication relationships, dynamic reconfiguration of those relationships
during operations, and the use of those relationships to accomplish the exchange of mission
information among data system modules.

autocoding: An automated process for translating machine-readable interface specifications
into executable or compilable code in some programming language.

check: (MO M&C Services) A check performed periodically on the value of a parameter,
which may be of (but is not limited to) one of the following check types:

— limit check: the value lies within a specified range;

— constant check: the value is checked against a specified value or value of another
parameter;
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— delta check: the change in value is checked against a pair of thresholds.
(Reference [17].)

COM activity: (MO Common Object Model) Anything that has a measurable period of time
(a command, a remote procedure, a schedule, etc.). (Reference [16].)

Specifically, a COM activity is a compound pattern of COM objects representing any type
of operation that is repeatable and extends over a measurable period of time. It comprises
four elements, each of which is itself a COM object: identity, definition, instance, and
COM event.

COM event: (MO Common Object Model) A specific object representing ‘something that
happens in the system at a given point in time’. (Reference [16].)

COM instance: (COM object pattern) A compound information object that can be
dynamically instantiated. It can be used to represent operations that are repeatable and
extend over a measurable period of time. During the lifetime of the operation, multiple
attributes may be dynamically updated, not just its status. Examples are M&C procedures,
planning activities, and planning events. It comprises four elements, each of which is itself
a COM object: identity, definition, instance, and update.

COM object: (MO Common Object Model) A thing that is recognized as being capable of
an independent existence and that can be uniquely identified. An object may be a physical
object such as a spacecraft or a ground station, an event such as an eclipse, or a concept such
as telemetry parameter. It forms the fundamental part of a service specification, for example,
a parameter definition, a parameter value at a given point in time, a command. There are no
requirements on what an object may be except that it must be possible to uniquely identify an
instance of it. (Reference [16].)

Specifically, a COM object conforms to the structure of an MO Common Model Object
defined in reference [16].

COM state: (COM object pattern) A compound information object representing a status: it
IS a persistent object for which there is only one status value at any given time (although this
may not be known). Examples include M&C Parameters and planning resources. It
comprises three elements, each of which is itself a COM object: identity, definition, and
update.

COM static item: (COM object pattern) A compound information object comprising only
statically declared information with no evolving status. Examples are M&C checks and
conversions, and planning request templates. It comprises two elements, each of which is
itself a COM object: identity and definition.

component: (SOIS) A logical element of a system accessed through defined interfaces. A

component may be purely conceptual or realized in software or hardware (e.g., as a field-
programmable gate array).
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consumer, service consumer: A component that consumes or uses a service provided by
another component. A component may be a provider of some services and a consumer of
others. (Reference [17].)

convergence layer: (SOIS) Functions that can be inserted between SOIS subnetwork
services and the agency-specific subnetwork software to provide uniform qualities of service
across a variety of subnetwork technologies.

conversion: (MO M&C Services) Change in the representation of the value of a parameter
or the arguments of an action or alert. This may, for example, be between the raw value
and calibrated engineering units. (Reference [17].)

correspondence: (RASDS) The relationship between objects in the viewpoint in which they
are defined and references to these from objects defined in other viewpoints.

definition: (COM object pattern) The statically declared information associated with an
information object. This may, for example, include a description, set of defined
arguments, or any other information that applies to all occurrences of the information
object. There may be multiple definitions (versions) over the mission lifetime associated
with the same identity, each with its own unique definition ID.

device: (SOIS) A physical element of a system accessed through subnetwork-layer
interfaces.

deployment node: A target location for the deployment of functions. Deployment nodes
may correspond to physical locations, computers or other devices, or virtual devices.

Deployment nodes are the building blocks of the Physical and Deployment Viewpoints of
the reference architecture contained in this document.

Dictionary of Terms: (SOIS) Ontology of terms used to describe data in interfaces in
electronic data sheets.

domain: A namespace that partitions separately addressable entities (e.g., actions,
parameters, alerts [or any information object]) in the space system. The space system is
decomposed into a hierarchy of domains within which entity identifiers are unique.
(Reference [54].)

electronic data sheet, EDS: (SOIS) XML Specification, an electronic description of a
device’s metadata, device-specific functional and access interfaces, device-specific access
protocol, and, optionally, device abstraction control procedure.

event: A time-stamped message, containing (changes in) information about information
objects, that is exchanged across service interfaces and potentially stored in service history.
(Reference [54].)

(See COM event.)
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function: The set of actions or activities performed by some object to achieve a goal. The
transformation of inputs to outputs that may include the creation, modification, monitoring,
or destruction of elements (reference [1]).

Hierarchical functions are the building blocks of the Functional Viewpoint of the reference
architecture contained in this document.

group: (MO M&C Services) A collection of COM objects of the same type. (Reference [17].)

identity: (COM object pattern) A combination of the domain and a unique name within the
domain used to reference all occurrences of an information object (compound object)
throughout the mission lifetime.

information object: The set of information about a real-world entity that is exchanged
across an interface between functions. This may include static definitions, dynamic status,
and metadata (reference [1]).

Hierarchical information objects are the building blocks of the Information Viewpoint of
the reference architecture contained in this document.

instance: (COM object pattern) The current status associated with the information object or
a specific occurrence of it. This may, for example, include a current value or set of values
for defined arguments. Each occurrence of the information object has a separate instance,
with its own unique instance ID.

onboard: (SOIS) Carried within or occurring aboard a vehicle (such as a spacecraft).
PackageFile: (SOIS) An element of the SOIS Electronic Data Sheet (SEDS) schema.
parameter: A single unit of data reported by a service provider. (Reference [17].)

plan: The output of the planning process. It contains a set of selected activities associated
with time, position, or other event. A plan may contain additional related information.
(Reference [62].)

planning activity: A meaningful unit of what can be planned. The granularity of a planning
activity depends on the use case; it may be hierarchical. In other words, planning activities
are the building block for planning. (Reference [62].)

planning database, PDB: A collection of all planning configuration data, including the
definitions of planning activities, planning events, and planning resources, as well as
templates for planning requests. (Reference [63].)

planning event: Event meeting a plan condition. The condition can be expressed in terms of
time, location, or any other planning resource. (Reference [62].)
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planning request, PRQ: An input to the planning process, which requests one or more
planning activities. Each planning request contains all the information that the requester can
provide. (Reference [62].)

planning resource: Any physical or virtual quantity that either impacts or is affected by the
execution of the planning activities. (Reference [62].)

procedure: A single executable task of an Automation service (reference [57]) provider,
which may have an extended duration. A procedure may correspond to a simple predefined
sequence of actions, a complex procedure script or a software function that is executed
automatically by the service provider.

provider: (see service provider) A component that offers a service to another by means of
one of its provided service interfaces. A component may be a provider of some services and
a consumer of others. (Reference [17].)

real-time: (SOIS) A computing paradigm in which computation is constrained to occur
within deadlines prescribed by real events.

sensor: (SOIS) A device that responds to a physical stimulus (such as heat, light, sound,
pressure, magnetism, or a particular motion) and transmits a resulting impulse (as for
measurement or operating a control).

service: A set of capabilities that a component provides to another component via an
interface. A service is defined in terms of the set of operations that can be invoked and
performed through the service interface. Service specifications define the capabilities,
behavior, and external interfaces, but do not define the implementation. (Reference [17].)

Services are the building blocks of the Service Viewpoint of the reference architecture
contained in this document.

service provider: The role played by a physical, functional, or organizational entity that
provides a cross-support service for a service user. (A single entity may play the roles of
service provider and service user at the same time.) (Reference [2].)

(See also provider for the definition of the term used within MOIMS.)

service user: The role played by a physical, functional, or organizational entity that uses a
cross-support service provided by a service provider