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	CCSDS Data Transfer Services Working Group
	copy/copie
	Data Transfer Services Working Group Members


	Description/description
	action/action
	due date/date limite

	Forward Services - State Transition Table. W.Hell, Y.Doat to prepare the pink sheet describing the state table using UML notation (Low priority action).
	A#6.0703
	15.05.2004

	W.Hell. The document tree in the SLE API books has to be brought in line with the latest issues as contained in RCF. Update the references to point to the latest issues of the documents.
	A#18.0703
	15.05.2004

	W.Hell to produce a cover note supporting the SLE API review process
	A#19.0703
	30.04.2004

	T.Pesquet to draft the transfer services combined book.

CNES to review and update the document (see A#1.0304)
	A#1.1003
	15.05.2004

	Y.Doat. Identify all the parameters to be set by service management to configure the SLE API and to run the services and pass the list to the Service Management WG
	A#3.1003
	30.04.2004

	Generic Service: M.Stoloff to keep the WG informed on JPL position

Discussion inserted in the agenda of the meeting.
	A#7.1003
	Closed

	Y.Doat to prepare the Red Book describing the procedure for Object Identifiers allocation.
	A#8.1003
	30.04.2004

	Y.Doat to approach CNES to clarify CNES representation.
	A#1.0304
	01.04.2004

	M.Pilgram will update RAF, RCF and CLTU books to be in line with the new terminology as in ROCF and FSP. 
	A#2-0304
	30.04.2004

	M.Pilgram to update RCF to be in line with ROCF Data Continuity Annotation. 
	A#3-0304
	30.04.2004

	M.Pilgram to update RCF and RAF accordingly:  Transfer buffer size. 
	A#4-0304
	30.04.2004

	W.Hell to update ROCF to reflect the updated transfer buffer size.

ROCF 3.1.9.1.10 and Table 4.1 updated
	A#5-0304
	Closed

	M.Pilgram to update ASN.1 CarrierLockStatus and SymbolLockStatus to be in line with ROCF.
	A#6-0304
	30.04.2004

	M.Pilgram shall remove point 4 (Optional delivery of entire frame) at the end of section 2.4.1 of RAF. 
	A#7-0304
	30.04.2004

	M.Pilgram shall insert the PEER-ABORT text as requirement 3.12.1.3 in the CLTU book 

CLTU Book updated
	A#8-0304
	Closed

	W.Hell shall insert the PEER-ABORT text as requirement 3.12.1.3 in the FSP book 

FSP book updated
	A#9-0304
	Closed

	W.Hell will request ESOC to run a test with JPL to clarify the On-line Complete Frame Buffer behaviour.

24.03.2004 After retrieving on-line complete data, JPL implementation does not delete the data from the on-line complete frame buffer.
	A#10 -0304
	Closed

	M.Pilgram to update RAF to reflect the decisions 4.7.1, 4.7.2, 4.7.4 (2), 4.7.6 of this MoM
	A#11-0304
	30.04.2004

	W.Hell to update ROCF to reflect the decisions 4.7.2 of this MoM

ROCF Section 3.6.2.3 updated
	A#12-0304
	Closed

	W.Hell to update ROCF START (‘update mode’, ‘result’, ‘diagnostic’) to reflect the ROCF, update mode ‘change based’ definition. 

ROCF Section 3.4.2.10.2 has been updated

ROCF Section 3.9.2.3 ‘number-of-frames-processed’: Note rephrased

ROCF Section 3.4.2.12.13: duplication removed

Still to be done: Under which condition the ‘invalid..’ diagnostic applies
	A#13-0304
	30.04.2004

	W.Hell to update ROCF and FSP with the ASN.1 definition of the Distinguished Name and the Object Identifiers definition. 
	A#14-0304
	30.04.2004

	M.Pilgram to update RAF, RCF and CLTU with the ASN.1 definition of the Distinguished Name and the Object Identifiers definition. 
	A#15-0304
	30.04.2004

	Y.Doat to investigate the consequences of a new type supporting a RCF ‘private notification’. 
	A#16-0304
	15.05.2004

	M.Stoloff to investigate the consequence of rejection of not supporting a RCF ‘private notification’. 
	A#17-0304
	15.05.2004

	What is to be delivered in the case that a Turbo Decoded “frame” has delivered-frame-quality = ‘erred’. Action Y.Doat to clarify the matter with coding expert.
	A#18-0304
	30.04.2004

	M.Pilgram shall insert the Off-line Frame Buffer clarification text in RAF and RCF books. 
	A#19-0304
	30.04 2004

	Y.Doat to check if the ESA TMTCS could implement the persistency of the on-line complete frame buffer until the end of the SI provision period
	A#20-0304
	15.04.2004

	M.Pilgram to update the CLTU ‘invalid time’ diagnostic. 

CLTU 3.6.2.13.1 Diagnostic, (f) updated
	A#21-0304
	Closed

	SICF:

To be deleted: maximum CLTU delay;

To be added: online complete delivery mode buffer size


       Delivery of RS check symbols always or for erred frames only


      Reserved keyword for local identifier

M.Stoloff to confirm the above proposed 4 SICF changes
	A#22-0304
	15.05.2004

	M.Pilgram to update RAF, RCF and CLTU with the new tagging proposed in Appendic C of he MoM. 
	A#23-0304
	30.04.2004

	W.Hell to update ROCF and FSP with the new tagging proposed in Appendic C of he MoM

ASN.1 modules updated
	A#24-0304
	Closed

	W.Hell shall insert the Off-line Frame Buffer clarification text in ROCF books. 

ROCF Section 3.1.9.3.1 updated
	A#25-0304
	Closed

	M.Pilgram to update RAF, RCF and CLTU books with the new “undefined” value. The ASN.1 shall also be updated.
	A#26-0304
	30.04.2004

	W.Hell to update ROCF and FSP books with the new “undefined” value. The ASN.1 shall also be updated.
	A#27-0304
	30.04.2004


22.03.2004: Input to the meeting

· W.Hell/M.Goetzelmann mails (06.01.2004)

· Mail from M.Goetzelmann to M.Pilgram (27.01.2004)
· RIDs from M.Stoloff
Agenda:

22.10 pm: 

- Review of the actions (30 minutes);

- New terminology of the space link protocols. Our books show a terminology  inconsistency between RAF, RCF and CLTU on one side and ROCF and FSP on the other side. Whatever the WG decides, some work will be required on the books.

- RCF: Data continuity annotation. In RCF, we missed to update the data continuity annotation specification. ROCF shows what was intended.

- Email exchanged (see input to meeting).
23.03 am:

SLE API Books review.




Generic services.
23.03 pm​: 

Generic Services (Teleconference with J.Pietras)

24.03 am:

Technical issues:

· M.Stoloff RIDs

· ASN.1 PDU tagging;

· Object identifiers;

· Telemetry transfer buffer for on-line timely delivery mode.

24.03 pm:

RAF/CLTU/RCF - RIDs

25.03 am:

Service Instance: Relative Distinguished Name
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Review of Actions

T.Pesquet (CNES) left CNES. Y.Doat to approach CNES to clarify CNES representation. A#1-0304

1.  Terminology of Space Link Protocols

RAF and RCF implement the new terminology defined in the new TM (13x series) documents in a different way as ROCF.

CLTU implements the new terminology defined in the new TM (13x series) documents in a different way as FSP.

M.Pilgram will update RAF, RCF and CLTU books to be in line with the new terminology as in ROCF and FSP. A#2-0304

2.  Evolution Towards New Services

The original discussion refers to “Generic Services”. The participants agreed that this terminology is confusing, as it does not reflect a common understanding.

 “Services Framework”. Define a framework of operations that would be the basis for all future services definition. This framework would cover all common elements of the current services (Bind, Transfer-Data, Get, Set, …) that would be used by all future services. The definition of any new service would be simplified as it would only require the definition of the content and the semantic of the predefined operations (Get, Set, …) 

The following possible new services were mentioned:

1) Tracking: orbit data messages (red book), observable (antenna pointing angles, Doppler, …), attitude of spacecraft.

2) Real-time Monitoring: AGC, SNR: synchronous with TM, Asynchronous with return services, new service?

3) Return All Data (RAD): bitstream service including sync mark, Reed-Solomon check symbols.

4) Catalog service.

The change of technology for the data transfer of future services should be carefully evaluated. It could address the possibility to distinguish between Monitoring aspects (possibly using Web services or SOAP or …) from spacecraft data transfer using a connection oriented approach (based on Bind).

This item was discussed on telephone with J.Pietras.

3.  Technical Issues

3.1 RCF – Data Continuity Annotation

RCF refers to the data continuity check based on the space link and not based on the channel frame counter.

RCF needs to be updated to be in line with ROCF. ROCF clearly identifies what is to be checked: the MC or VC frame counter of the selected channel.

M.Pilgram to update RCF to be in line with ROCF. A#3-0304.

(This section addresses Appendix A, [1])

3.2 RAF/RCF/ROCF. On-line Timely Delivery Mode: Transfer buffer size (Appendix A, [2])

Problem to be discussed: To ensure that the TM transfer contains telemetry data and not only ‘data discard’ notification in case the buffer size is 1, the provider shall increment by 1 the transfer buffer. This buffer increment is only allowed in case the buffer size is 1. 

ESA and JPL reported that the current implementation allows the increment by 1 of the buffer even if the buffer size is greater than 1. The Working Group participant agreed to update the recommendation to reflect the current implementation.

RCF: 3.1.9.1.10. When the ‘data discarded due to excessive backlog’ RcfSyncNotification record is inserted into the transfer buffer. If the transfer buffer is full, the size of the buffer shall be incremented by 1.

State table (ROCF Table 4-1 Provider Behavior No 14 & 15) update. If a ‘data discarded’ notification is inserted the buffer size is to be incremented by 1.

The compound actions: [pass buffer contents] needs to be updated to reflect the buffer size increment by 1 and the setting of the “congested” predicate.

RAF and ROCF will be updated with the same text as RCF.

M.Pilgram to update RCF and RAF accordingly. A#4-0304

W.Hell to update ROCF to reflect the updated transfer buffer size. A#5-0304

3.3 RAF – Optional Delivery of Entire Frame (including Reed-Solomon) 
(Appendix A, [4])

JPL Legacy service implements the delivery of the Reed-Solomon code to the Mission Control System. The RAF (Section 2.4.1) optionally supports the transfer the entire frame (point 4 at the end of the section). This option is not mentioned anywhere else. The working-group participants agreed to remove that point 4. In case the option would be required, it should be presented as a RID to the book.

M.Pilgram shall remove point 4 at the end of section 2.4.1 of RAF. A#7-0304

3.4 CLTU/FSP - PEER-ABORT Implementation (Appendix A, [6])

In the October version of the CLTU, a note in section 3.12.3 stated that in a well-behaved implementation the PEER-ABORT is truly abortive. The implementation considered the use of the URGENT TCP mechanism. Unfortunately not all TCP implementation ensure that the URGENT data is transferred with priority (e.g. Microsoft). As a consequence not all implementation support the truly abortive requirement. Based on this fact the note was removed in 2003. 

During today’s meeting the participants agreed to rephrase the text of that note in the CLTU book but rephrase it and insert it as a requirement: 3.12.1.3 (i.e. not as a note):

“The CLTU-PEER-ABORT operation should be truly abortive, that is the transfer of the SLE-PDU carrying this invocation should not be delayed by other invocations submitted earlier and possibly being buffered by the underlying communication service.”

M.Pilgram shall insert the PEER-ABORT text as requirement 3.12.1.3 in the CLTU book A#8-0304

W.Hell shall insert the PEER-ABORT text as requirement 3.12.1.3 in the FSP book A#9-0304

3.5 RAF/RCF - Off-line Frame Buffer per Service Agreement (Appendix A, [9])

RCF - Section 3.1.9.3.1

The following text will be added to the RCF and RAF books:

“This implies that any deletion of telemetry in the offline frame buffer affects all offline SIs that exist for the associated service agreement and any deletion of telemetry in the offline fame buffer does not affect any SI that exists under a different service agreement”
M.Pilgram shall insert the Off-line Frame Buffer clarification text in RAF and RCF books. A#19-0304

W.Hell shall insert the Off-line Frame Buffer clarification text in ROCF books. A#25-0304

3.6 Online complete Frame Buffer Handling in SLE Return Services (Appendix B)

See RCF 2.6.4.6.2

The following scenario was discussed:

a) The provider starts filling On-line complete Frame Buffer at 10:00 with VC0 and VC2 frames.

b) The user binds at 10:30 and requests VC0 with a start time of 10:15

c) The user unbinds after the VC0 frame with an ERT of 10:30 was transmitted

d) The user binds again and requests transfer of VC2 with a start time of 10:10.

Two possible interpretations of the books:

1) At point d) the first VC2 frame will have an ERT later than 10:30 because all frames later than the last frame transmitted at point c) have been removed from the buffer.

2) At point d) the first VC2 frame will have an ERT of about 10:10 because only VC0 frames were removed from the buffer.

This discussion is relevant for ESA future TMTCS implementation. The behaviour of the SLE provider from JPL was questioned. ESA and JPL will run a test to clarify the implemented behaviour.

W.Hell will request ESOC to run a test with JPL to clarify the On-line Complete Frame Buffer behaviour A#10 –0304.

24.03.2004 ESOC (A.Pena) and JPL run a test demonstrating that JPL implementation does not delete the data after being retrieved, so that the user can retrieve again the same data. The data contained in the on-line complete frame buffer is kept until the end of the SI provision period. JPL implementation is not in line with the books.

Y.Doat to check if the ESA TMTCS could implement the persistency of the on-line complete frame buffer until the end of the SI provision period. A#20-0304

Based on the result of the action A#10-0204, the books may be updated to reflect the implementation.
3.7 RAF/RCF/ROCF RIDs (M.Stoloff)

3.7.1 RAF Delivered Frame Quality may be “Undetermined”

Section 3.6.2.6.1

Add a new item ate the end of list “c) ‘undetermined’. The results of the decoding process for this frame are not specified.  It may be that decoding was not performed at all, that a non-standard decoding was performed, or that decoding was performed but the results are not provided for whatever reason.  The exact meaning of this value of the parameter is implementation dependent. NOTE: The ‘undetermined’ delivered-frame-quality is only provided if the RAF-START operation specifies ‘all’ for the requested-frame-quality”
Accepted. Add note that this delivered-frame-quality is only available if start operations specifies “all” for 

requested-frame-quality.

3.7.2 RAF/RCF/ROCF: Reference point for telemetry Earth Receive Time
Section 3.6.2.3
· From:  “The earth-receive-time parameter shall contain the UTC time at which the signal event corresponding to the leading edge of the first bit of the telemetry frame was presented at the phase center of the antenna used to acquire the frame.  NOTE – The first bit of the frame is the first bit following the attached sync marker.”

· To: “The earth-receive-time parameter shall contain the UTC time at which the signal event corresponding to the leading edge of the first bit of the attached sync marker that immediately preceded this telemetry frame was presented at the phase center of the antenna used to acquire the frame.”
The new text is accepted.
3.7.3 RCF New Private Notification 

Section 3.7.2.3
Add new notification type:  “e) ‘private notification’—the provider is notifying the user of the occurrence of an event.  The meaning of this event is known to the provider and the user, if at all, only by means of an agreement outside the scope of this specification.”

Section 3.7.2.4

Add new paragraph 3.7.2.4.5:  “If notification-type is ‘private notification’, then the notification-value parameter shall be ‘null’ or the notification-value parameter shall be an octet string up to 1024 octets in length.  The meaning of this notification-value is known to the provider and user, if at all, only by means of an agreement outside the scope of this specification.”
JPL requires this new notification to include some flexibility in the recommendation to allow an Agency to try (internally) new capability without having to go through the standardization process. If useful, this private notification would be proposed at a later stage for standardization. The implementation of a given ‘private notification’ would not be required for cross support.

ESA is reluctant to implement the modification as it impact the ASN.1 with a new type. In case an Agency would not implement this new type and would receive it, the ASN.1 decoder would report a decoding error.

No agreement on this point could be achieved at this stage.

Y.Doat to investigate the consequences of a new type supporting a ‘private notification’. A#16-0304

M.Stoloff to investigate the consequence of rejection of not supporting a ‘private notification’. A17-0304

3.7.4 Return All Data (RAD) 

1) Optionally, allow delivery of attached sync marker as part of the data parameter:

· ESA equipment (current and next generations) does not support provision of the attached sync. Mark.
· Not accepted to be delivered as part of TRANSFER-DATA data parameter.

· Alternative would be to deliver as private annotation.

· (Would it be in symbol domain or bit domain?)

2) Optionally, allow delivery of Reed-Solomon check symbols always as part of data parameter

· Accepted as part of RAF. Configuration is set by service management for each service instance (TBD). The provider shall have the capability to deliver always the Reed-Solomon check symbols for a given SI.

· The status of this option will not be available via RAF-GET-PARAMETER.

3) Optionally, allow delivery of in-line, out-of-sync data

· ESA agree that this facility would be useful but cannot accept it at this stage.

· A decision is deferred till after Montreal BOF. This change could be proposed for RAF Blue Book Issue 2 or new RAD service.
3.7.5 Redefine data-link-continuity parameter 

Delete data-link-continuity parameter in favor of a simple sequential counter assigned by the generator of the transfer data unit.

· No change to RAF (see section 4.1 of the MoM).

3.7.6 No mention of Turbo Codes 

The RAF service specification explicitly discusses convolutional coding, the frame error control field, and Reed-Solomon coding, but makes no mention of turbo codes.

· Accepted: RAF will be updated (editorial change). RCF is not affected.
· What is to be delivered in the case that a Turbo Decoded “frame” has delivered-frame-quality = ‘erred’. Action Y.Doat to clarify the matter with coding expert. A#18-0304
M.Pilgram to update RAF to reflect the decisions 4.7.1, 4.7.2, 4.7.4 (2), 4.7.6 of this MoM A#11-0304

W.Hell to update ROCF to reflect the decisions 4.7.2 of this MoM A#12-0304

3.8 ROCF – START (M.Goetzelmann)

Section 3.4.2.10.2 Update Mode

‘Changed-based’ definition will be updated: the CLCW will be regarded to have changed only if it is different from the previous CLCW with the same TCVCID.

The ‘NOTE’ in that section is to be deleted as it is a left over from the previous version and is not applicable anymore.

Section 3.4.2.12.13 ‘Result’  is redundant and will be deleted.

Section 3.4.12.1 Diagnostic.

g) and j) will be updated to be clearer.

Section 3.9.2.3 to be clarified

W.Hell to update ROCF START (‘update mode’, ‘result’, ‘diagnostic’) to reflect the ROCF, update mode ‘change based’ definition. A#13-0304

3.9 CLTU – Radiation Window

Section 3.6.2.13.1 Diagnostic, (f):

The ‘invalid time’ diagnostic is to be used if 

1) the radiation window (earliest/latest radiation time) does not overlap the schedule radiation period

2) the SI does not support a radiation window (earliest/latest radiation time).

The item 2) above is removed from the text considering that it should not be an implementation option.

M.Pilgram to update the CLTU ‘invalid time’ diagnostic. A#21-0304

3.10 GET Operation on a non-active Service Instance

A GET Operation on a non active service instance shall return an Undefined value for the concerned parameters.

M.Pilgram to update RAF, RCF and CLTU books with the new “undefined” value. The ASN.1 shall also be updated. A#26-0304
W.Hell to update ROCF and FSP books with the new “undefined” value. The ASN.1 shall also be updated. A#27-0304
4.  ASN.1 

4.1 RAF & RCF – LockStatus Subtyping (Appendix A, [3])

M.Pilgram to update CarrierLockStatus and SymbolLockStatus to be in line with ROCF.A#6-0304

The correct ASN.1 is as follows:

LockStatus                  ::= INTEGER

{   inLock                          (0)

,   outOfLock                       (1)

,   notInUse                        (2)

,   unknown                         (3)

}

CarrierLockStatus

::=
LockStatus

(
inLock

|
outOfLock

|
unknown

)

SymbolLockStatus

::=
LockStatus

(
inLock

|
outOfLock

|
unknown

)
4.2 Tagging

The PDU tagging in the books is not in line with the current implementation. 

The working group participants agreed to update the books to reflect the current implementation. The proposed new tagging is inserted in Appendix C of the MoM.

W.Hell to update ROCF and FSP with the new tagging proposed in Appendic C of he MoM. A#24-0304

M.Pilgram to update RAF, RCF and CLTU with the new tagging proposed in Appendic C of he MoM. A#23-0304

4.3 BIND Backward Compatibility

In order to detect the version of the incoming BIND, the application receiving the BIND invocation must be able to decode it whatever version it is. In order to meet this requirement, one should not change the BIND operation. 

In the October-2003 meeting in Washington, the DTS WG removed the object-identifiers from the BIND. As a consequence, the implementers have a major problem to implement the version negotiation. ESA recommend re-introducing the Service Instance definition using the Distinguished Name (based on Object Identifier).

The ASN.1 definition of the Object-Identifiers will be added as an Annex to all the existing books: RAF, RCF, ROCF, CLTU and FSP.

Appendix D, Option 3 contains the preferred approach for an ASN.1 definition. However it must be noted that the proposed notation does not provide a link between the Object Identifier and its value (any Object Identifier – Value combination would be valid).

The ASN.1 does not explain how to build the Service Instance Identifier in a string form. A new Annex has to be added explaining the SI identifier in a string form.

W.Hell to update ROCF and FSP with the ASN.1 definition of the Distinguished Name and the Object Identifiers definition. A#14-0304

M.Pilgram to update RAF, RCF and CLTU with the ASN.1 definition of the Distinguished Name and the Object Identifiers definition. A#15-0304

5.  SICF

The SICF covers SI parameters as well as mission agreement parameters. A cleaning up of the SICF would certainly be useful.

The version number supported by user and required from the provider will not be carried inside the SICF.

To be deleted: maximum CLTU delay;

To be added: 
online complete delivery mode buffer size



Delivery of RS check symbols always or for erred frames only



Reserved keyword for local identifier

M.Stoloff to confirm the above proposed 4 SICF changes. A#22-0304:

Ultimately (long term) one may consider the split of the SICF into two files: SICF and Service Agreement File Configuration

6.  Appendix A – RAF/RCF/CLTU Books Version 2

Mail from W.Hell to M.Goetzelmann (06.01.2004)

Dear Martin,

Thank you for having a thorough look at the CCSDS documents. I take the liberty to copy Martin Pilgram on this correspondence, as he acts as the editor of the books that you reviewed and he will interact with the secretariat in order to introduce correction if and where required.

[1]:

The changes made to the specification for online timely and online complete mode were introduced to make the actual implementation CCSDS compliant. In that respect we achieved what we wanted.

For the offline case, the books contain now an error (too much copy and paste). 3.1.9.3.8 should read:

"In the offline delivery mode, the transfer buffer shall be cleared and extraction of frames from the offline frame buffer shall stop whenever:

a) 
the user stops data flow by invoking the RAF-STOP operation; or

b)
the association is aborted."  

Your observation is fully correct that the books now contain an inconsistent specification, because 3.1.9.3.8 is in conflict with 3.5.3 and, more importantly, with row 10 of the state table. Since the book has to be modified anyway in order to achieve consistency, my inclination is give precedence to the state table (which fortunately enough is also what the real implementations do) and to update 3.1.9.3 by changing 3.1.9.3.6 to read:

"As soon as the transfer buffer is full or an ‘end of data’ RafSyncNotifyInvocation record is inserted into the transfer buffer or the provider has accepted an RAF-STOP invocation, the service provider shall stop extracting RafTransferData records from the offline frame buffer and build an RafTransferBuffer SLE-PDU from the transfer buffer contents.  The provider shall attempt to pass this SLE-PDU to the communications service until it is accepted."

and to modify 3.1.9.3.8 to read:

"In the offline delivery mode, the transfer buffer shall be cleared and removal of frames and synchronous notifications from the online frame buffer shall stop whenever the association is aborted."

Since this does not change the specification, but only corrects an inconsistency, I do not expect any difficulty to get this correction accepted by CCSDS. 

[2]:

3.1.9.1.10 reflects what I (obviously incorrectly) understood the implemented behaviour to be. This change was accepted by the CCSDS in order to avoid the situation where at the limit the user potentially would receive only notifications, but no telemetry. This situation obviously can only arise if the buffer size is 1 and for a larger buffer size there is strictly speaking no need to temporarily increase the buffer size. I can suggest to CCSDS a specification that reflects the current implementation, but I'm not sure if that is going to be accepted.

Assuming that CCSDS does not accept the change and bearing in mind that one of the objectives of the update is to attain CCSDS compliance, my preference would be to remove the last frame from the transfer buffer to gain the space needed to accommodate the notification. It may take some time to get a firm response from CCSDS. In view of the tight schedule it may be the best to go for this option immediately.

[3]:

I do not share your observation. 'not in use' has been retained for the subcarrier lock status (cf. e.g. 3.9.2.7). The allowed values now reflect the physical reality.

I also believe that the ASN.1 in ROCF is correct.  

LockStatusReport

::=
SEQUENCE

{
time




Time

,
carrierLockStatus


CarrierLockStatus

,
subcarrierLockStatus

LockStatus

,
symbolSyncLockStatus

SymbolLockStatus

}

LockStatus


::=
INTEGER

{
inLock


(0)

,
outOfLock

(1)

,
notInUse


(2)

,
unknown


(3)

}

CarrierLockStatus

::=
LockStatus

(
inLock

|
outOfLock

|
unknown

)

SymbolLockStatus

::=
LockStatus

(
inLock

|
outOfLock

|
unknown

)

The above modifications are however clearly missing in RAF and RCF. This needs to be corrected before the books get published.

[4]:

I concur with your observation. At one point JPL expressed the desire to have at least the option to deliver always the same amount of data regardless of the frame quality. Surely, the note in section 2.4.1, which is not normative, does not accommodate this JPL desire. On the other hand, we never had any official JPL RID or change request. Also, as far as I can tell, ESA has no plan to support this option. Therefore, the implementation should not be affected. In order to make the book consistent, my inclination is to remove the note in 2.4.1 and to wait for a JPL RID on the matter.

[5]:

The agreement reached in CCSDS was that for RCF (and ROCF) the data link continuity annotation shall refer to the Master Channel or Virtual Channel rather than the space link. The rationale for this change is that a discontinuity annotation related to the space link in many cases will be irrelevant at MC or VC level and not offer any added value to the user. It may on the contrary be confusing.

I fully agree that the change in RCF is not correctly implemented. If you look at the corresponding part in ROCF you'll see what the intention was. This is an editorial problem and not technically contentious in CCSDS. You can safely assume that the final RCF book will fix this problem.

[6]:

There was always consensus within CCSDS that there is no operational requirement to make the PEER-ABORT operation truly abortive for the return services. This is now reflected in the revised text.

For forward services, one can argue and a truly abortive behaviour is desirable. However, bearing in mind all the uncertainties related to network delays and the like, it will in general anyway not be possible to abort the service at a precise point within a command sequence. Taking further into account that e.g. the Microsoft TCP implementation prevents the implementation of a truly abortive behaviour, a poll was made among the CCSDS agencies regarding the operational need of a truly abortive behaviour. It turned out that none of the agencies has a firm requirement in that respect. It was therefore decided that this requirement should be lifted also for the forward services. For future implementations this may have the additional advantage that there is no longer a need to map this operation to the urgent data flag in TCP. In turn, it should then be possible to operate SLE across SOCKS firewalls.

It is my understanding that the note in section 3.12.3 of the CLTU Book should have been deleted. Note that from FSP any requirements for truly abortive behaviour have been removed.

[7]:

I concur and will correct the typo.  

[8]:

Thank you for spotting this. Very early versions of the CLTU service permitted to specify the idle pattern in an attempt to make the service as generally applicable as possible. Then CCSDS concluded that such flexibility was not needed and the service does not offer the capability to select the idle pattern and therefore the parameter cannot be read anymore either. It should indeed be removed from the ASN.1 module. I will do that.

[9]:

If my memory serves me well, this statement was intended to tell the reader that

- the provider is supposed to maintain mission specific (more precisely service agreement specific) offline frame buffers;

- any deletion of telemetry in the offline frame buffer affects all offline SIs that exist for the associated service agreement;

- any deletion of telemetry in the offline fame buffer does not affect any SI that exists under a different service agreement.   

With the best wishes for a happy new year to the entire SLE team,
Wolfgang

	"Martin Goetzelmann" <Martin.Goetzelmann@anite.com>

05/01/2004 12:15


	
To:
"Wolfgang Hell" <Wolfgang.Hell@esa.int>


cc:
"Catherine Lannes" <Catherine.Lannes@esa.int>, "Yves Doat" <Yves.Doat@esa.int>, "Martin Karch" <kar@anitesystems.de>


Subject:
Observations for RAF/RCF/CLTU Version 2 Books


Dear Wolfgang,

We have started comparing the version 2 books for RAF, RCF, and CLTU with the issues on which the current SLE API is based. (For the common ASN.1 modules, the latest FSP book was taken as the reference.) In this context, we made some observations, which we would like to bring to your attention.

Not all of these are relevant for the API - we have included everything as we thought you might be interested.

In cases where there is an impact on the API specification this has been highlighted. In particular for issues [1] and [2] we would appreciate further advice.

With the best wishes for a happy new year to you all,

Martin

-------------------------------

[1] Transfer buffer handling when receiving a STOP Invocation

For the delivery modes timely online and complete online, the RAF/RCF books now specify that the content of the Transfer Buffer shall be transmitted when receiving a STOP invocation. This is in line with the implementation in the API.

For the offline delivery mode, however, the books specify in 3.1.9.3.8 "In the offline delivery mode, the transfer buffer shall be cleared and extraction of frames from the online frame buffer shall stop whenever:

a) the user stops data flow by invoking the RAF-STOP operation; or

b) the association is aborted."

On the other hand section 3.5.3 (Effects of STOP) specifies that "the provider shall build an RafTransferBuffer SLE PDU from the transfer buffer contents and pass this SLE PDU to the communication service in accordance with the provision of 3.1.9" without distinguishing between delivery modes.

The API specification (and our implementation) does not distinguish between online complete and offline at all because the differences are all handled by the application. Can that be maintained?

[2] Temporary extension of the transfer buffer size

In 3.1.9.1.10 the RAF/RCF books now allow extension of the transfer buffer size in order to insert the notification "data lost due to excessive backlog". In principle this specification is now in line with the API specification (and our implementation).

However, the SLE Books restrict this approach to the case where the transfer buffer size is 1. In contrast, the API specification (and our implementation) applies this approach for any buffer size. This behaviour originates from the (more efficient) double buffer approach defined in the API specification: The Service Element will fill the first buffer and pass it to the Proxy for transmission and immediately start filling the second buffer. When the second buffer is full, the Service Element checks whether the first buffer was transmitted. If not, it requests the Proxy to discard the first buffer, prepends the notification to the second buffer and passes it to the Proxy for transmission. In order to prepend the notification to a full buffer, the size must always be extended. I cannot see why that should cause any problems.

Is it really necessary to restrict size extension to the special case where the buffer size is 1? If this is absolutely necessary from the SLE Recommendation point of view, is it really necessary to change the API specification? To be fully compliant one would either have to give up the efficient double buffer approach and implement exactly what the RAF book says or one would have to remove the last frame from the current buffer and insert it into the next buffer. While the latter approach is feasible, it seems rather strange.

[3] Lock state definition

In the RAF/RCF books, section 3, the value 'not in use' has been removed from all lock states. In the ASN.1 specification however, this value is still included. (In ROCF, the ASN.1 type LockStatus contains all values but the definitions of the individual lock states select only the values inLock, outOfLock, and unknown.)

[4] Delivery of RS symbols with 'good' frames

RAF section 2.4.1 contains the following note:

"Implementations of RAF service may (but are not required to) provide an option that delivers to the user the entire frame (i.e., including the Reed-Solomon check symbols) even if the frame decoded successfully."

This issue is not addressed anywhere else in the book and seems to be in conflict with section 3.6.2.8. Would a S2K based MCS be able to handle such frames if the option were implemented by a provider?

NOTE: The API is not affected as it treats the parameter 'data' in the Transfer Data operation as an opaque data type.

[5] Data Link Continuity for RCF

The RCF book, 3.6.2.5.1 now specifies that the data link continuity refers to the MC or the VC. However, the note following that specification and section 3.6.2.5.2 still seem to refer to the space link.

NOTE: We suggest that the data link continuity be set by the application as in case of RAF.

[6] PEER ABORT Description

In the RAF/RCF books the notes stating that PEER-ABORT operation shall be truly abortive have been removed, whereas a corresponding note (with some other words) was added to the CLTU book.

[7] Typo in FSP Annex A

In the FSP Annex A, the type BindDiagnostic contains a typo:

siNotAccessibleToThisIniiator should read siNotAccessibleToThisInitiator

[8] Parameter 'idle pattern'

In the ASN.1 module COMMON TYPES (FSP Annex A), type ParameterName, the member idlePattern now has the value 13 while it had 14 in the previous books. This does not cause an interoperability problem, the parameter

idlePattern was not used. It seems however that it is neither used in any of the version 2 books or in FSP/ROCF. Has it become obsolete?

[9] One offline frame buffer per service agreement

The RAF/RCF books contain the following statement in 3.1.9.3.1: "There should be one offline frame buffer for all service instances associated with a particular service agreement." What exactly is the purpose of this statement?

7.  Appendix B - Online Frame Buffer Handling in SLE Return Services

Mail from M.Goetzelmann to M.Pilgram (27.01.2004)

Wolfgang Hell told me that you were the person to address for questions related to the SLE Return Services.

From the description of the online complete delivery mode, we understand that the online frame buffer (OFR) shall be processed as follows, assuming we have RCF and the permitted GVID list contains a single VC ID.

The provider shall store all frames for that VC in the OFR starting from the begin of the space link session or the start of the service instance provision period, whichever is later. When the user binds and invokes a START operation, he can request a start time that is in the past and the provider shall deliver the first frame available in the OFR with an earth receive time equal to or later that the start time. All earlier frames shall be removed from the OFR and discarded. In addition, all frames sent to the user shall be removed from the OFR.

The issue we cannot resolve with the available text is related to the case where the permitted GVCID list contains more than one VC, say VC ID 1 and 2. We assume that in this case, the provider is supposed to store frames from VC 1 and VC 2 to the OFR. If the user binds and selects VC 1 as of a specified start time shall the provider remove all frames with an earlier earth receive time, i.e. VC 1 and VC 2 frames or only VC 1 frames? 

Similarly, when a VC 1 frame is sent to the user shall any earlier VC 2 frame be removed from the OFR as well?

As implementations would get rather complex if VC 2 frames were to be retained, we are assuming that they can be removed, but this does not seem to be specified in the books.

A similar issue exists for RAF with respect to the permitted frame quality.

Kind Regards,

Martin Götzelmann

8.  Appendix C – ASN.1 New Tagging

8.1 RAF

RafUsertoProviderPdu            ::= CHOICE

{ rafBindInvocation                 [100] SleBindInvocation

, rafBindReturn                     [101] SleBindReturn

, rafUnbindInvocation               [102] SleUnbindInvocation

, rafUnbindReturn                   [103] SleUnbindReturn

, rafStartInvocation                [0]   RafStartInvocation

, rafStopInvocation                 [2]   SleStopInvocation

, rafScheduleStatusReportInvocation [4]   SleScheduleStatusReportInvocation

, rafGetParameterInvocation         [6]   RafGetParameterInvocation

, rafPeerAbortInvocation            [104] SlePeerAbort

}

RafProviderToUserPdu        ::= CHOICE

{ rafBindInvocation                 [100]   SleBindInvocation

, rafBindReturn                     [101]   SleBindReturn

, rafUnbindInvocation               [102]   SleUnbindInvocation

, rafUnbindReturn                   [103]   SleUnbindReturn

, rafStartReturn                    [1]     RafStartReturn

, rafStopReturn                     [3]     SleAcknowledgement

, rafTransferBuffer                 [8]     RafTransferBuffer

, rafScheduleStatusReportReturn     [5]     SleScheduleStatusReportReturn

, rafStatusReportInvocation         [9]     RafStatusReportInvocation

, rafGetParameterReturn             [7]     RafGetParameterReturn

, rafPeerAbortInvocation            [104]   SlePeerAbort

}

8.2 RCF

RcfUsertoProviderPdu

::= CHOICE

{ rcfBindInvocation                 [100] SleBindInvocation

, rcfBindReturn                     [101] SleBindReturn

, rcfUnbindInvocation               [102] SleUnbindInvocation

, rcfUnbindReturn                   [103] SleUnbindReturn

, rcfStartInvocation                [0]   RcfStartInvocation

, rcfStopInvocation                 [2]   SleStopInvocation

, rcfScheduleStatusReportInvocation [4]   SleScheduleStatusReportInvocation

, rcfGetParameterInvocation         [6]   RcfGetParameterInvocation

, rcfPeerAbortInvocation            [104] SlePeerAbort

}

RcfProviderToUserPdu        
::= CHOICE

{ rcfBindInvocation                 [100]   SleBindInvocation

, rcfBindReturn                     [101]   SleBindReturn

, rcfUnbindInvocation               [102]   SleUnbindInvocation

, rcfUnbindReturn                   [103]   SleUnbindReturn

, rcfStartReturn                    [1]     RcfStartReturn

, rcfStopReturn                     [3]     SleAcknowledgement

, rcfTransferBuffer                 [8]     RcfTransferBuffer

, rcfScheduleStatusReportReturn     [5]     SleScheduleStatusReportReturn

, rcfStatusReportInvocation         [9]     RcfStatusReportInvocation

, rcfGetParameterReturn             [7]     RcfGetParameterReturn

, rcfPeerAbortInvocation            [104]   SlePeerAbort

}

8.3 ROCF

RocfUsertoProviderPdu

::= CHOICE

{
rocfBindInvocation



[100]
SleBindInvocation

,
rocfBindReturn




[101]
SleBindReturn

,
rocfUnbindInvocation



[102]
SleUnbindInvocation

,
rocfUnbindReturn




[103]
SleUnbindReturn

,
rocfStartInvocation



[0]
RocfStartInvocation

,
rocfStopInvocation



[2]
SleStopInvocation

,
rocfScheduleStatusReportInvocation

[4]
SleScheduleStatusReportInvocation

,
rocfGetParameterInvocation


[6]
RocfGetParameterInvocation

,
rocfPeerAbortInvocation



[104]
SlePeerAbort

}

RocfProviderToUserPdu

::=
CHOICE

{
rocfBindInvocation


[100]
SleBindInvocation

,
rocfBindReturn



[101]
SleBindReturn

,
rocfUnbindInvocation


[102]
SleUnbindInvocation

,
rocfUnbindReturn



[103]
SleUnbindReturn

,
rocfStartReturn



[1]
RocfStartReturn

,
rocfStopReturn



[3]
SleAcknowledgement

,
rocfTransferBuffer


[8]
RocfTransferBuffer

,
rocfScheduleStatusReportReturn
[5]
SleScheduleStatusReportReturn

,
rocfStatusReportInvocation

[9]
RocfStatusReportInvocation

,
rocfGetParameterReturn


[7]
RocfGetParameterReturn

,
rocfPeerAbortInvocation


[104]
SlePeerAbort

}

8.4 CLTU

CltuProviderToUserPdu

::=
CHOICE

{
cltuBindInvocation


[100]
SleBindInvocation

,
cltuBindReturn



[101]
SleBindReturn

,
cltuUnbindInvocation


[102]
SleUnbindInvocation

,
cltuUnbindReturn



[103]
SleUnbindReturn

,
cltuStartReturn



[1] 
CltuStartReturn

,
cltuStopReturn



[3] 
SleAcknowledgement

,
cltuScheduleStatusReportReturn 
[5]
SleScheduleStatusReportReturn

,
cltuGetParameterReturn

 
[7] 
CltuGetParameterReturn

,
cltuThrowEventReturn


[9] 
CltuThrowEventReturn

,
cltuTransferDataReturn 


[11] 
CltuTransferDataReturn

,
cltuAsyncNotifyInvocation

[12]
CltuAsyncNotifyInvocation

,
cltuStatusReportInvocation 

[13]
CltuStatusReportInvocation

,
cltuPeerAbortInvocation


[104]
SlePeerAbort

}

CltuUserToProviderPdu 

::=
CHOICE

{
cltuBindInvocation


[100]
SleBindInvocation

,
cltuBindReturn



[101]
SleBindReturn

,
cltuUnbindInvocation


[102]
SleUnbindInvocation

,
cltuUnbindReturn



[103]
SleUnbindReturn

,
cltuStartInvocation


[0]
CltuStartInvocation

,
cltuStopInvocation


[2]
SleStopInvocation

,
cltuScheduleStatusReportInvocation
[4]
SleScheduleStatusReportInvocation

,
cltuGetParameterInvocation

[6]
CltuGetParameterInvocation

,
cltuThrowEventInvocation

[8]
CltuThrowEventInvocation

,
cltuTransferDataInvocation

[10]
CltuTransferDataInvocation

,
cltuPeerAbortInvocation


[104]
SlePeerAbort

}

8.5 FSP

FspProviderToUserPdu 

::=
CHOICE

{
fspBindReturn


[101]
SleBindReturn

,
fspUnbindReturn


[103]
SleUnbindReturn

,
fspStartReturn


[1]
FspStartReturn

,
fspStopReturn


[3]
SleAcknowledgement

,
fspScheduleStatusReportReturn
[5]
SleScheduleStatusReportReturn

,
fspGetParameterReturn

[7]
FspGetParameterReturn

,
fspThrowEventReturn

[9]
FspThrowEventReturn

,
fspTransferDataReturn

[11]
FspTransferDataReturn

,
fspAsyncNotifyInvocation
[12]
FspAsyncNotifyInvocation

,
fspStatusReportInvocation
[13]
FspStatusReportInvocation

,
fspInvokeDirectiveReturn
[15]
FspInvokeDirectiveReturn

,
fspPeerAbortInvocation

[104]
SlePeerAbort

}
FspUserToProviderPdu 

::=
CHOICE

{
fspBindInvocation



[100]
SleBindInvocation

,
fspUnbindInvocation


[102]
SleUnbindInvocation

,
fspStartInvocation


[0]
FspStartInvocation

,
fspStopInvocation



[2]
SleStopInvocation

,
fspScheduleStatusReportInvocation 
[4]
SleScheduleStatusReportInvocation

,
fspGetParameterInvocation

[6]
FspGetParameterInvocation

,
fspThrowEventInvocation


[8]
FspThrowEventInvocation

,
fspTransferDataInvocation

[10]
FspTransferDataInvocation

,
fspInvokeDirectiveInvocation

[14]
FspInvokeDirectiveInvocation

,
fspPeerAbortInvocation


[104]
SlePeerAbort

}

Appendix D – RDN Definition Proposal

Service Instance Identifier – OPTION 1

ServiceInstanceIdentifier
::= SEQUENCE

{  serviceAgreementId
ServcieAgreementId

,  servicePackageId
ServicePackageId

,  functionalGroupId
FunctionalGroupId

,  transferServiceId
TransferServiceId

,  deliveryModeId
DeliveryModeId

}

ServcieAgreementId
::= SEQUENCE

{  attributeId 
serviceInstanceIdentifierAttribute-serviceAgreement

,  attributeValue
VisibleString

}

ServicePackageId
::= SEQUENCE

{  attributeId 
serviceInstanceIdentifierAttribute-servicePackage

,  attributeValue
VisibleString

}

FunctionalGroupId
::= SEQUENCE

{  attributeId
serviceInstanceIdentifierAttribute-functionalGroup

,  attributeValue
ForwardReturnGroup

}

ForwardReturnGroup
::= VisibleString 

( FROM (  "fsl-fg="

        | "rsl-fg="

       }

}

TransferServiceId
::= SEQUENCE

{  attributeId
serviceInstanceIdentifierAttribute-transferService

,  attributeValue
ServiceName

}

ServiceName
::= VisibleString 

( FROM (  "cltu"

        | "raf"

        | "rcf"

-- etc

)

DeliveyModeId
::= SEQUENCE

{  attributeId
serviceInstanceIdentifierAttribute-deliveryMode

,  attributeValue
SEQUENCE



{  delivery ModeDeliveryMode 



,  instanceNumber
Instance Number



}

}

-- must use a different name

DeliveryMode
::= VisibleString 

( FROM (  "cltu"

        | "onlt"

        | "onlc"

        | "offl"

}

Instance Number
::= NumericString (FROM (ALL EXCEPT " "))

Service Instance Identifier – OPTION 2

ServiceInstanceIdentifier
::= SEQUENCE

{  serviceAgreementId
ServiceAgreementId

,  servicePackageId
ServicePackageId

,  functionalGroupId
FunctionalGroupId

,  transferServiceId
TransferServiceId

}

ServiceAgreementId
::= SEQUENCE

{  attributeId 
OBJECT IDENTIFIER (serviceInstanceIdentifierAttribute-serviceAgreement)

,  attributeValue
VisibleString

}

ServicePackageId
::= SEQUENCE

{  attributeId 
OBJECT IDENTIFIER (serviceInstanceIdentifierAttribute-servicePackage)

,  attributeValue
VisibleString

}

FunctionalGroupId
::= SEQUENCE

{  attributeId
serviceInstanceIdentifierAttribute-functionalGroup

,  attributeValue
ForwardReturnGroup

}

ForwardReturnGroup
::= VisibleString 

( FROM (  "fsl-fg="

        | "rsl-fg="

       }

}

TransferServiceId
::= CHOICE

{  cltuServcie
CltuService

,  rafService
RafService

-- etc

}

CltuService
:: SEQUENCE

{  attributeId
serviceInstanceIdentifierAttribute-forwardCltuService

,  attributeValue
VisibleString (FROM "cltu")

}
RafService
:: SEQUENCE

{  attributeId
serviceInstanceIdentifierAttribute-returnAllFramesService

,  attributeValue
SEQUENCE 


{  returnDeliveryMode ReturnDeliveryMode


,  instanceNumber InstanceNumber


}

}
-- must use a different name

ReturnDeliveryMode
::= VisibleString 

( FROM (  "onlt"

        | "onlc"

        | "offl"

}

InstanceNumber
::= NumericString (FROM (ALL EXCEPT " "))

Service Instance Identifier – OPTION 3

ServiceInstanceIdentifier
::= SEQUENCE

{  serviceAgreementId
ServiceAgreementId

,  servicePackageId
ServicePackageId

,  functionalGroupId
FunctionalGroupId

,  transferServiceId
TransferServiceId

}

ServiceAgreementId
::= SEQUENCE

{  attributeId 

OBJECT IDENTIFIER (3 112 4 3 1 2 52}

,  attributeValue
VisibleString

}

ServicePackageId
::= SEQUENCE

{  attributeId 

OBJECT IDENTIFIER 

,  attributeValue
VisibleString

}

FunctionalGroupId
::= SEQUENCE

{  attributeId

OBJECT IDENTIFIER

,  attributeValue
ForwardReturnGroup

}

ForwardReturnGroup
::= VisibleString 

( FROM (  "fsl-fg="

        | "rsl-fg="

       }

}

TransferServiceId
:: SEQUENCE

{  attributeId
OBJECT IDENTIFIER

,  attributeValue
SEQUENCE 


{  deliveryMode   DeliveryMode


,  instanceNumber InstanceNumber


}

}
-- must use a different name

DeliveryMode
::= VisibleString 

( FROM (  "onlt"

        | "onlc"

        | "offl"

        | "cltu"


)

}

InstanceNumber
::= NumericString (FROM (ALL EXCEPT " "))
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