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http://www.ccsds.org/
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[bookmark: _Toc489452680]Purpose
This Report is an adjunct document to the CCSDS Recommended Standards for the Cross Support Transfer Service (CSTS) Specification Framework Recommended Standard (reference [1][1]) and for the Guidelines for the Specification of Cross Support Transfer Services Recommended Practice (reference [2][2]) and it contains material that will be helpful in understanding the primary documents.
[bookmark: _Toc489452681]Scope
This Report provides supporting descriptive and tutorial material.  This document is not part of the Recommended Standards.  In the event of conflicts between this Report and the Recommended Standards, the Recommended Standards shall prevail.
[bookmark: _Toc489452682]Document Structure
Organization of this Report
This Report is organized as follows:
a) section 1 defines the purpose and scope of this document and provides the references used in this Report;
b) section 2 provides the background and objectives of the development of the CSTS Specification Framework and explains the relationship to the SLE service specifications;
c) section 3 provides an overview of the CSTS Specification Framework;
d) section 4 summarizes concepts from the reference model on which the definition of Cross Support Transfer Services is based;
e) section 5 explains the approach to extensibility, which is a core concept of the CSTS Specification Framework;
f) section 6 describes the common operations defined by the CSTS Specification Framework;
g) section 7 describes the common procedures defined by the CSTS Specification Framework;
h) section 8 describes the role of a service instance and its relationship to procedure instances within the CSTS Specification Framework;  
i) section 9 explains how data communications services are addressed within the CSTS Specification Framework;
j) section 10 summarizes the guidelines for the Guidelines for the Specification of CSTSesCSTS specifications based on the basis of the CSTS Specification Framework;
k) annex A defines terms used in this Report;
l) annex B B lists acronyms and abbreviations used in this Report;
m) annex C outlines examples of CSTS specifications.
[bookmark: _Ref153733762][bookmark: _Ref154464314]CROSS sUPPORT TRANSFER SERVICES Documentation
The basic organization of the Cross Support Services documentation and the relationship to CSTS documentation is shown in figure 1‑11‑1.
[bookmark: _MON_1300864953][image: ]
[bookmark: _Toc489453085][bookmark: F_SLE_Services_Documentation][bookmark: F_Cross_Support_Service_Documentation]Figure 1‑1:  Cross Support Service Documentation
The Cross Support Services documents that are related to Cross Support Transfer Services are:
a) Cross Support Concept—Part 1: Space Link Extension Services (reference [4][4]): a report introducing the concepts of cross support and the SLE services; many of the concepts for the SLE Transfer Services have been adopted for the CSTSes as explained in section 2.
b) Cross Support Reference Model—Part 1: Space Link Extension Services (reference [5][5]): a Recommended Standard that defines the framework and terminology for the specification of SLE services; much of the framework and terminology of this reference model has been adopted or adapted for CSTSes.
c) Space Communication Cross Support - Service Management suite (references [6][6], and [7]) and [20][7]:  Future data format Recommended Standards will specify the Service Management Information Entities that are used to configure and schedule CSTSes..
d) The SLE Transfer Services: The SLE Transfer Services comprise a suite of CCross SSupport Transfer Services that are used to transfer specific telecommand and telemetry protocol data units. The SLE Transfer Services are closely related to the CSTS suite in that they collectively define the set of operations that are the basis for the CSTS Specification Framework. However, due tobecause of history (the SLE Transfer Services were already specified and implemented prior to development of the CSTS Specification Framework) the SLE Transfer Services are separated from CSTSes. 
e) Space Link Extension —- Internet Protocol for Transfer Services (reference  [3][3]): a Recommended Standard that defines a protocol for transfer of Pprotocol Ddata Uunits (PDU) defined in the Cross Support Transfer Services. This Recommended Standard was originally developed to support SLE Transfer Services (hence the title), but it is also applicable to use inby Cross Support Transfer Services.
The documents specific to Cross Support Transfer Services are:
f) Cross Support Transfer Service Specification Framework [1] (reference [1]): a Recommended Standard that defines basic building blocks for the specification of Cross Support Transfer Services procedures.
g) [bookmark: _Ref210188770] Guidelines for Specification of Cross Support Transfer Services (reference [2][2]): a Recommended Practice that defines the guidelines for construction of a Cross Support Transfer Service based on the CSTS Specification Framework (reference [1])[1].
h) Cross Support Transfer Service Specification Framework Concept (this Report):
A Report that provides tutorial material on the objectives and concepts of the CSTS Specification Framework.
i) Cross Support Transfer Services Specification Suite: The set of specifications for actual CSTSes built from the procedures in the CSTS Specification Framework and in accordance with the CSTS Guidelines for Specification of CSTSes.
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[bookmark: _Toc489452685]Space Link Extension Services
In 1991 CCSDS embarked on the specification of Space Link Extension (SLE) services for cross support between ground facilities operated by different space agencies.  As the name says, SLE services extend and complement the space link services previously specified by CCSDS and support exchange of telemetry and telecommand data between TT&C networks and mission user facilities.  Reference [5][5] specifies a formal reference model for the definition of SLE services; an introduction to SLE services of more tutorial nature can be found in reference [4].
While the Cross Support Reference Model (reference [5][5]) identifies all SLE services that are conceived technically feasible, the services that have actually been specified to detail and implemented include only the following:
a) for the Return Link:
Return All Frames (RAF), reference [10] [10]) to transmit to the SLE service user all telemetry frames received on a physical space link;
Return Channel Frames (RCF), reference [11] [11]) to transmit to the SLE service user all frames received on a mMaster cChannel or on a selected vVirtual cChannel as defined by the Telemetry Space Data Link Protocol [15] [15];
Return Operational Control Fields (ROCF), reference [12] [12]) to transmit to the SLE service user Operational Control Fields extracted from frames conforming to the Telemetry Space Data Link Protocol, reference [15] [15];
b) for the Forward Link:
1) Forward CLTU (CLTU), reference [13] [13]) to receive from the SLE service user Communications Link Transmission Units (CLTU) as specified by the Recommendation for Telecommand Synchronization and Channel Coding (reference [16][16])  and to radiate them on the space link;
NOTE	— 	–	This service allows as well to receive from an SLE service user a non CCSDS data structure (any octet aligned bit pattern) and to radiate it via the space link).
2) Forward Space Packet (FSP), reference [14] [14]) to receive from the SLE service user telecommand packets and transmit them to the spacecraft as specified by the TC Space Data Link Protocol (reference [17][17]) and the Communications Operation Procedure-1 (reference [18] [18]).
These services are referred to as SLE Transfer Services because they are used to transfer data between a service user and a service provider.  Beside the Transfer Services, CCSDS has developed a Recommended Standards for the management of Cross Support Services (references [6][6], and [7] and [20])[7].
SLE services have first been used operationally in 2002 and since then their use has been steadily increasing not only for cross support between Space Agencies but also to replace proprietary intra-Agency telemetry and telecommand ground data transfer services.  Today SLE services have become the standard way of interfacing ground facilities for the exchange of telemetry and telecommand data.
[bookmark: _Ref226869390][bookmark: _Toc489452686]Next Generation Cross Support Transfer Services
The importance of cross support in space missions keeps increasing and with it the demand for further standardized cCross- sSupport sServices, not only for the exchange of space link data but also for other data such as radiometric measurements or space link monitoring data.[footnoteRef:1]  [1:  The Cross Support Reference Model has anticipated extension of ground Cross Support Services to other domains which it refers to as "ground domain services". However the contents and structure of such services were not itemized.] 

Because of the success of SLE services, and because of the investment already made in the development and deployment of SLE services, it was clear that the new Cross Support Services would have to apply the same concepts as the SLE Transfer Services and would have to be compatible with cCross sSupport sService mManagement.  However, CCSDS Member Agencies also demanded that the effort required for specification and for implementation of new Cross Support Services be significantly reduced.  In order to meet these requirements, the responsible CCSDS Working Group analyzed the existing SLE service specifications and obtained the results presented in what follows. 
Although SLE services are all based on the same concepts and share a significant amount of common specifications, each of the SLE service specifications has been developed as self-contained document.  While the availability of a self-contained specification has its advantages the approach also implies some draw-back:
a) a large amount of information is duplicated between the specifications and maintaining consistency of the overall SLE service documentation is work intense and error prone;
b) although operations defined by different specifications are typically similar they frequently differ in certain details, which impedes reusable implementations;
c) the data types have been specified specifically for each service and therefore often have different names although they refer to more or less the same information item, which again limits reusability.
Because of these issues, developing such a specification "from scratch" requires a large effort and implementation, testing, and deployment is expensive.
On the other hand, all specifications apply the same basic communications patterns.  By generalizing those communication patterns it is possible to specify reusable building blocks that can be called up by service specifications, specializing them when necessary.  This method is expected to simplify the standard development process and to produce smaller standards that are easier to review.  Finally, this approach has the potential to foster the development of tested reusable software components in order to reduce development and validation cost.  
[bookmark: _Toc489452687]CSTS Specification Framework
Because of the considerations presented in the previous section, the next generation Cross Support Transfer Services will be based on a sspecification fframework which provides a set of reusable specifications as building blocks and the rules for construction of Cross Support Transfer Services with these building blocks.  
The CSTS Specification Framework clearly builds on SLE concepts taking into account lessons learned in implementation and operation of these services where applicable.  In order to be reusable for a wide range of transfer services, SLE specifications cannot be adopted directly but must be generalized and abstracted.  In order to be useful for specific services there must be mechanisms by which such abstract building blocks can be specialized to fit the requirements of the service.  This process of specializing a generic specification provided by the CSTS Specification Framework is referred to as "derivation".
 The CSTS Specification Framework is intended to be used to develop new services, e.g. the MD- CSTS (reference [9]) and the TD- CSTS (reference [19], while the existing SLE telemetry and telecommand  services will be retained for some time. However, as will be demonstrated in annex C, it would be possible to rework the existing SLE Service Specifications to conform to the CSTS Specification Framework. 
SLE Reference
Throughout this Report hints presented in this format point to similarities and differences between SLE service specifications and the CSTS Specification Framework




[bookmark: _Ref226525192][bookmark: _Toc489452688]Overview
Cross Support Transfer Services (CSTSes) provide for reliable, access-controlled transfer of spaceflight mission related data between ground element entities.  A Cross Support Transfer Sservice is characterized by the kind of data it transfers (e.g. telemetry data, tracking data, service production monitored data) and therefore different CSTSes need to respond to specific requirements that may demand specific solutions.  On the other hand, all CSTSes defined by CCSDS apply the same basic communications patterns in order to simplify specification, implementation and operation of these services.  These basic communication patterns are specified by the CSTS Specification Framework.
The CSTS Specification Framework is defined by two specifications:
a) "Cross Support Transfer Service Specification Framework" (reference [1][1]) defines reusable building blocks that can be called up in a CSTS specification; and
b) "Guidelines for the Specification of Cross Support Transfer Services" (reference [2]) defines the rules for constructing CSTS specifications with these building blocks.
The objectives of these specifications are to
· maximize the commonality between CCSDS Cross Support Transfer Services;
· simplify specification of new CCSDS Cross Support Transfer Services; and
· enable the design and implementation of reusable software components with the potential of simplifying the implementation of CSTSes.
While the CCSDS specifications have been prepared with the explicit intention to support development of reusable software components, CCSDS does not provide a specification of such components.
The basic approach applied to CSTSes is that they are realized through invocation and performance of operations in accordance with well-defined procedures.  The building blocks defined in the CSTS Specification Framework therefore are:
a) data types for information exchanged between the service user and the service provider;
b) common operations that are invoked by one entity and performed by the other entity and as such implement the basic elements of interaction between the service user and the service provider; and
c) common procedures which define the behavior and protocol for the invocation and performance of a set of operations to achieve a well-defined objective.
A CSTS may be defined by combining a set of procedures specified in the CSTS Specification fFramework in a manner that best suits the objective of the service.  The elements that make up the CSTS Specification Framework and their use by CSTS specifications are illustrated by figure 3‑13‑1. 


[bookmark: _Toc489453086][bookmark: F_CSTS_Specification_Framework_Elements]Figure 3‑1	:  Elements of the CSTS Specification Framework 
SLE Reference
The concept of data types and operations is the same as in SLE Services.  In fact, most of the operations specified in the CSTS Specification Framework present a direct generalization of operations found in SLE Services.  The concept of procedures that encapsulate specific parts of the protocol or behavior of a service is a new concept introduced by the CSTS Specification Framework.
To be generally applicable, parameters, operations, and procedures defined by the CSTS Specification Framework are sufficiently abstract such that they may or may not be directly usable for real services.  For cases where the building blocks are not directly usable, new operations or procedures may be derived from those defined in the CSTS Specification Framework.  The Guidelines (reference [2]) describe mechanisms by which
a) procedures can be extended by adding operations or can be refined by detailing the behavior or narrowing the semantics associated with the procedure;
b) new procedures can be specified by combining existing operations or new operations derived from those defined in the CSTS Specification fFramework;
c) within new or derived procedures, operations can be extended by adding new parameters to the invocation or response Protocol Data Unit (PDU) or by extending the range of values for already existing parameters or by changing an unconfirmed operation to a confirmed operation. Operations can be refined by constraining the values of parameters or by detailing the parameter semantics.
Taking the concept of generic definitions one step further the CSTS Specification fFramework supports the concept of abstract services that specify the common operations and behavior of CSTSes but are not directly implementable because service specific specifications are still missing.  Real CSTSes can be derived from such abstract services.  An example of an abstract service could be a CSTS Return Link Service from which real services such as RAF-CCSTS RAF, RCF-CSTS RCF and ROCF-CSTS ROCF could be derived.  These CSTSes would be equivalent to SLE RAF, SLE RCF and SLE ROCF.
Likewise, the CSTS Specification fFramework supports the concept of abstract procedures. An abstract procedure cannot be implemented directly because its specification is incomplete. An example of an abstract procedure is the Data Processing procedure the purpose of which is to provide for the transfer of to be processed data units from the service user to the service provider.  This procedure does neither define the data units being transferred, nor the processing to be performed by the service provider. It is assumed however that processing is part of Cross Support Service service production and will be specified by the Sservice using this procedure.
The Buffered Data Processing procedure extends the Data Processing procedure and in particular it provides specifications for the handling of Input Queue overflow conditions that are left unspecified in the Data Processing procedure. The specification of this behavior makes the Buffered Data Processing procedure implementable.
The Sequence-Controlled Data Processing procedure is also an extension of the Data Processing procedure. This procedure is intended for use in Cross Support Transfer Services that involve sequence-controlled data transfer and processing and that need confirmation of data transfer and status reports on the ongoing Cross Support Service production process.
The extensibility mechanisms provided by the CSTS Specification Framework are discussed to more detail in section 5 and their use by CSTS specifications is explained in section 10.
SLE Reference
Extensibility based on the concept of derivation of new, more specialized operations and procedures from those specified in the CSTS is a core concept of the CSTS Specification Framework that does not exist in SLE Service specifications.  In contrast, each SLE Service has been specified by a self-contained Recommended Standard.  As explained in 2.2, this approach has some problems, which the CSTS Specification Framework intends to solve.
In order not to restrict the applicability of service specifications based on the CSTS Specification Framework to a specific communications technology, as few assumptions as possible are made about the characteristics of the underlying communicationss service (see section 9).  While communicating parties can in principle agree on any communications service that meets the requirements, the default communicationss service foreseen by the CSTS Specification Framework is the Internet SLE Protocol 1 (ISP1, reference) [3] [3]).  ISP1 is based on the Internet protocol suite (IP and TCP) and uses the ASN.1 Basic Encoding Rules as transfer syntax.
The CSTS Specification Framework specifies data types used in the common operations in the Abstract Syntax Notation One (ASN.1), reference [8]).  If ISP1 is used as communications service then these data types are encoded using the ASN.1 Basic Encoding Rules.  This does however not imply that services based on the CSTS Specification fFramework must use ASN.1.  When deriving new operations service specifications may use any data representation for parameters added to the operations.
SLE Reference
With respect to data communications and data encoding the CSTS Specification Framework takes essentially the same approach as has been applied to SLE Services.  The CSTS Specification Framework goes one step further in that it foresees use of ISP1 as the default communications service.
Support for non-ASN.1 data representation in operation extensions is a new concept introduced by the CSTS Specification Framework (see Aannex EF of the CSTS Specification Framework for details) .


[bookmark: _Ref229063978][bookmark: _Toc489452689]Cross Support Reference Model
[bookmark: _Toc489452690]Introduction
CCSDS Cross Support Transfer Services are defined within a CSTS Specification Fframework that is a logical extension of the Cross Support Reference Model (reference [5][5]) that was originally defined for Space Link Extension services.  The following subsections summarize concepts from the reference model that are supported by the CSTS Specification Framework and to which later sections in this Report refer.  Tutorial material on the concepts defined by the Reference Model may be found in reference [4].
SLE Reference
All aspects of the Cross Support Reference Model that are not directly related to processing of space link data units have been adopted for the new generation Cross Support Transfer Services.  Those parts of the model that deal with space link data units and sSpace lLink eExtension have been generalized and formulated in a more abstract manner.
[bookmark: _Toc489452691]Basic Definitions
A Cross Support Service is defined as a set of capabilities that an entity of one Space Agency provides to entities that belong to other Space Agencies by means of one or more ports, in support of spacecraft operations.
NOTE	— 	–	Cross Support Services can also be used between entities belonging to the same Agency
Cross Support Transfer Service (CSTS) is a subclass of Cross Support Service that provides reliable, access-controlled transfer of spaceflight mission-related data between ground element entities, realized through the invocation and performance of defined operations in accordance with defined procedures.  A CSTS is qualified by the kind of data that it transfers (e.g., telemetry frames, tracking data).  A CSTS may have capabilities to coordinate and monitor the behavior of the Cross Support Service production with which this service is associated.
A Cross Support Transfer Service instance is the provision by a Cross Support Complex of the capability to transfer mission operations data of a given type.  The service instance provision period is the time during which a service is scheduled to be provided by this instance.
An entity that offers a service to another by means of one or more of its ports is called a service provider.
An entity that uses a service that is provided by another entity by means of one or more of its ports is called a service user.
A service user and a service provider interact by invoking and performing operations.  An operation is a task that the invoker requests the performer to execute.  Depending on the type of operation, the performer may or may not report the result of the operation to the invoker.
Before operations can be invoked an association has to be established between the ports associated with the specific CSTS. The act of establishing such an association is called binding.
A set of resources that are operated by a single management authority to provide Cross Support Services to a space flight mission is called a Cross Support Complex.
[bookmark: _Toc236544109][bookmark: _Toc239398068][bookmark: _Toc229063709][bookmark: _Toc229070502][bookmark: _Toc229074728][bookmark: _Toc229127527][bookmark: _Toc229127571][bookmark: _Toc229127865][bookmark: _Toc229128434][bookmark: _Toc226528700][bookmark: _Ref226897757][bookmark: _Toc489452692]Service Production and Provision
The Cross Support Reference Model (reference [5][5]) distinguishes between Sservice Pproduction and Sservice Pprovision.
Cross Support Service production: performing of the data acquisition process and/or the data transformation as necessary for the given type of Cross Support Transfer Service.
A Cross Support Complex is said to provide a service when it makes available to the service user the capability to obtain the service via one or more of its ports.  Cross Support Service Pprovision involves the interface between the service user and the service provider, and is characterized by the type(s) of data transferred, when the data are transferred, and the quality of service with which they are transferred.
The CSTS Specification Framework deals primarily with Cross Support Serviceservice provision.  Cross Support Service production is generally very specific for specific services or a class of services and therefore the CSTS Specification Framework only makes very general assumptions on Cross Support Serviceservice production.
Service Production Status : the aggregate status of the production processes that generate, transform or otherwise process the data that is transferred by the cCross- sSupport sService instance.
The status of the service production resource is reported by means of the production-status parameter and is made available to all service instances accessing the same production resource.  The permissible values of production-status and the transitions between these values as defined by the CSTS Specification Framework are shown in figure 4‑14‑1.  Service specifications based on the CSTS Specification fFramework may refine this diagram and may also define sub-states for one or more of the production-status values where appropriate.
Production status changes are notified to the service user via the Notification procedure (see 7.107.7) or via associated NOTIFY operations included in other procedures.  The current value of the production-status may be obtained using the Cyclic Report procedure (see 7.47.5) if or the Information Query (see 1.1) if that is supported by the service.
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[bookmark: _Toc489453087][bookmark: F_Production_Status]Figure 4‑1	:  Production Status
SLE Reference
The concept of the production status is adopted from the SLE service specifications.  In these specifications, different names are used for the values in the forward service specifications and in the return service specifications.  For the CSTS Specification Framework, the terminology of the forward service specifications has been adopted.
[bookmark: _Toc489452693]Service Management
All Cross Support Transfer Services are subject to Service Management which facilitates the collection and exchange of all information which is required to agree, schedule, prepare and access Cross Support Transfer Services.  Cross Support Service mManagement is the subject of separate CCSDS Recommended Standards (references [6][6] and, [7] and [20])[7].  
For all CSTSes, Service Management determines the number and schedule of service instances to be provided, the resources required to enable those service instances, and the initial configuration of all service instances and their supporting resources.
Configuration parameters to be agreed by Service Management may refer to Cross Support sService provision or to Cross Support Sservice production.  The CSTS Specification Framework defines only a small set of Cross Support sService provision parameters that shall be agreed by Service Management, including but not limited to:
a) identification of the service provider and the service user;
b) identification of the port at which the service is made available;
c) the service instance provision period.
For some common operations and procedures the CSTS Specification Framework identifies further configuration parameters that are known to the service user and the service provider but delegates the definition of how their value is determined to the service specification.  The service specification may specify these values, or delegate definition of the values to Service Management.


[bookmark: _Ref226525195][bookmark: _Toc489452694]Extensibility
Extensibility is a core concept of the CSTS Specification Framework.  The CSTS Specification Framework (reference [1][1]) provides a set of reusable definitions of common procedures and operations for the specification of CSTSes.  The Guidelines for the Specification of CSTSes (reference [2]) define general rules by which new procedures and operations can be derived from these definitions by extension and refinement of the common procedures and operations to match the specific requirements of a CSTS.
[bookmark: _Toc183407077]Derivation of operations and procedures from the building blocks defined in the CSTS Specification Framework encompasses two dimensions:
a) extension; 
b) refinement.
Operations may be extended in the following ways:
a) new parameters may be added to an operation invocation or returnsponse; 
b) in some cases new values may be added to a parameter in order to represent service specific information (e.g.: the diagnostic, the type of notification);
c) for specific operations, parameters may be specified without associated syntax structure.  The actual format and content may have to be specified when defining the service using the corresponding operation;
d) an unconfirmed operation may be converted to a confirmed operation by adding a return Protocol Data Unit (PDU) or a two-phase (i.e. a confirmed operation) may be changed to a three-phase operation by adding an acknowledgement PDU (see section 6).
In principle, all operations defined in the CSTS Specification Framework can be extended. However, the specification of a procedure using or extending an operation might not permit further extension by procedures derived from it.
Operations may be refined by narrowing the value range of a parameter or by specializing the meaning of a parameter.  For instance, the generation-time parameter of the TRANSFER-DATA operation in the Buffered Data Delivery procedure may be refined for a procedure dealing with transfer of telemetry by stating that the generation-time is the Earth Receive Time of the telemetry frame being transferred.
Procedures may be extended in the following ways:
a) extension of the operations used by a procedure as described above;
b) addition of operations defined in the CSTS Specification fFramework or derived from operations defined in the CSTS Specification Fframework.
Procedures may be refined e.g. by narrowing the specification of the semantic associated with the procedure or by adding more detail to the behavior description or the state table.
As an example, a Telemetry Delivery procedure could be derived from the Buffered Data Delivery procedure by extension and refinement of the operations START and TRANSFER-DATA and by refinement of the semantics associated with the data to be transferred and the parameters of the operations.
The rules for derivation of operations and procedures have been rigorously applied to the specification of the CSTS Specification Framework itself: 
1. the common operations specified in the CSTS Specification fFramework present the most abstract and general version; 
1. several procedures defined within the CSTS Specification Fframework derive new operations, which may be further derived by services using these procedures;
1. a procedure defined within the CSTS Specification Fframework may be derived from another procedure also defined in the CSTS Specification Fframework.  For instance, the Cyclic Report procedure is derived from the Unbuffered Data Delivery procedure.


[bookmark: _Ref226525197][bookmark: _Ref488832746][bookmark: _Toc489452695]Operations and Data Types
[bookmark: _Toc489452696]Overview
An operation is a task that the invoker requests the performer to execute and as such presents the basic interaction pattern between the service user and the service provider.  The invocation of an operation may include parameters that specify further details of the task to be performed.
Operations are further classified by the number of interactions required to complete the operation:
a) an unconfirmed operation is invoked by the invoker and performed by the performer, but there is no report on the outcome of the operation;
b) for a confirmed operation the performer provides a report (the 'returnsponse') to the invoker on success or failure of the operation.  Operation returnssponses comprise an indication of success (positive result) or failure (negative result) and, in case of failure, a diagnostic that further specifies the reason for the failure.  Confirmed operations are further classified as:
1) two-phase operations, for which the performer returns a single report to the invoker, the return;
2) three-phase operations, for which the performer provides an initial acknowledgement when receiving the invocation and subsequently issues the return when the operation has completed.  This type of operation is typically used for operations where the task to be performed requires non-negligible time to complete.  The initial acknowledgement confirms that the invocation has been received and understood and that the general preconditions for the operation are fulfilled.
In labeling confirmed operations, the designation (CONFIRMED) identifies a 2-phase confirmed operation, and (ACKNOWLEDGED) identifies a 3-phase confirmed operation.
Confirmed operations are further classified as 'blocking' or 'non-blocking' with respect to the procedure that uses the operation.  When a blocking operation has been invoked, no further operations of the same procedure instance can be invoked before the return (two-phase operation) or acknowledgement (three-phase operation) to the invocation has been received.  Non-blocking operations do not impose any constraints with respect to invocation of further operations.
SLE Reference
The SLE concept of operations has been fully adopted for the CSTS Specification Framework.  Three- phase operations have been added to simplify handling of cases, where performance of an operation can take considerable time and therefore an initial acknowledgement of the request is advisable.  In the SLE specification such cases make use of an additional ASYNC-NOTIFY operation to report the outcome of the operation.  That ASYNC-NOTIFY operation must be linked to the original invocation by a special sequence number to report.  The notion of 'blocking' and 'non-blocking' operations exists in SLE as well, but there refers to the complete service instance, i.e. when a blocking operation has been invoked, the invoker may not invoke any other operation within the complete service instance until receiving the return of the blocking operation. The only blocking operations defined for SLE services are the BIND and the UNBIND operations.
The CSTS Specification Framework defines standard operation headers for unconfirmed and confirmed operations and a set of common operations for use within CSTSes.  To be of general use, the operations of the CSTS Specification Framework are rather abstract and might not all be directly usable within a procedure used by a specific CSTS.  However, all operations used in a procedure of a CSTS that conforms to the CSTS Specification Framework must be derived directly or indirectly from the common operations specified in the Recommended Standard.
Figure 6‑16‑1 depicts the "operation layer" within the CSTS Specification Framework and table 6‑1 lists the common operations defined by the CSTS Specification fFramework providing more detail.  A brief summary of each operation is provided by the following sections.  The parameters included in the standard operation headers are identified in tables 6‑26‑2 and 6‑36‑3, respectively.
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[bookmark: _Toc489453088][bookmark: F_CSTS_Specification_Framework_Operation]Figure 6‑1	:  Common Operations defined by the CSTS Specification Framework
[bookmark: _Ref186342837][bookmark: _Toc226528823][bookmark: _Toc489452910][bookmark: T_List_of_Common_Operations_Defined_by_t]Table 6‑1	: Common Operations Defined by the CSTS Specification Framework
	Operation
	Invoked By
	Purpose
	Confirmed

	
	
	
	Ack.
	Ret

	BIND
	service user
	To establish an association with the peer
	No
	Yes

	UNBIND
	service user
	To release an association previously established by a BIND operation
	No
	Yes

	PEER-ABORT
	service user or service provider
	To notify the peer that the local application detected an error that requires the association to be terminated
	No
	No

	START
	service user
	To request that the service provider start performing activities associated with the procedure using the operation
	No
	Yes

	STOP
	service user
	To request that the service provider stop performing activities associated with the procedure using the operation
	No
	Yes

	TRANSFER-DATA
	service provider
	To transfer a data unit to the service user
	No
	No

	PROCESS-DATA
	service user
	To request that the service provider process the data received
	No
	No /
Yes[footnoteRef:2] [2:  The Specification Framework specifies both the unconfirmed version of the PROCESS-DATA operation as well as the confirmed version that is derived from the unconfirmed version by means of extension.] 


	NOTIFY
	service provider
	To send a notification of an event to a service user
	No
	No

	GET
	service user
	To ascertain the value of one or more a service parameter(s)
	No
	Yes

	EXECUTE-DIRECTIVE
	service user
	To request the service provider to perform a predefined action.
	Yes
	Yes


[bookmark: _Toc226528827][bookmark: _Toc489452911][bookmark: T_Standard_Unconfirmed_Operation_Header]Table 6‑2	: Standard Unconfirmed Operation Header Parameters
	Parameter
	Invocation

	invoker-credentials
	M

	invoke-id
	M

	procedure-instance-identifier
	M


[bookmark: _Toc226528826][bookmark: _Toc489452912][bookmark: T_Standard_Confirmed_Operation_Header]Table 6‑3	: Standard Confirmed Operation Header Parameters
	Parameters
	Invocation
	Acknowledge-ment
	Return

	invoker-credentials
	M
	
	

	performer-credentials
	
	M
	M

	invoke-id
	M
	M
	M

	procedure-instance-identifier
	M
	
	

	result
	
	M
	M

	diagnostic
	
	C
	C


Tables 6‑26‑2 and 6‑36‑3 also show how parameters of an operation are specified.  An 'M' indicates that the parameter is Mmandatory for the invocation, acknowledgement, or return whereas a 'C' indicates that presence of the parameter is Cconditional.  For instance, a parameter diagnostic with a ‘C’ in the Acknowledgement and Return column would only be included in an acknowledgement or return when the parameter result were 'negative' .  The meaning and purpose of the other parameters displayed in the tables will be explained by later sections in this report.
Each operation has a corresponding formal ASN.1 definition in an annex to the CSTS Specification Framework.  Figure 6‑26‑2 shows as an example the ASN.1 specification of the standard invocation and return headers. Although the data structure is referred to as “standard return header”, it is actually used both for returns and acknowledgements. 
This example also illustrates, how extension of operations is handled within ASN.1.  To make a data type extensible, an item of the type Extended is added to the type.  The type Extended can be used to embed any externally specified data, which do not need to be specified in ASN.1 or be encoded using any of the ASN.1 encoding rules.
In the example, both the positive result and the negative result can be extended.  In case of the negative result, the specification ensures that the diagnostic parameter is always included.


StandardInvocationHeader	::= SEQUENCE
{	invokerCredentials	Credentials
,	invokeId			InvokeId
,	procedureInstanceId	ProcedureInstanceId
}

StandardReturnHeader		::= SEQUENCE
{	performercredentials	Credentials
,	invokeId			InvokeId
,	procedureInstanceId	ProcedureInstanceId
,	result			CHOICE
	{	positive	[0]	Extended
	,	negative	[1]	SEQUENCE
					{ 	diagnostics	Diagnostics
					,	extended	Extended
					}
	}
}

[bookmark: _Toc489453089][bookmark: F_ASN1_Specification_of_Standard_Invocat]Figure 6‑2	:  ASN.1 Specification of Standard Invocation and Return Headers
[bookmark: _Toc489452697]BIND, UNBIND, and PEER-ABORT
The operations BIND and UNBIND are used for orderly establishment and release of an association between the service user and the service provider.  BIND and UNBIND can only be invoked by the service user.
The PEER-ABORT operation may be invoked by either side at any time to abruptly terminate an association in case of a problem.
SLE Reference
The operations for association establishment and release have been adopted from the SLE service specifications without modification except for the standard operation header, which adds the procedure instance identifier. Since this standard operation header is used for all operation invocations, the target procedure instance is always identified by any invocation. The service instance the service user wishes to interact with only needs to be identified in the BIND invocation because all further interactions will take place via the association that is established by means of the BIND operation. Therefore as in the SLE service specifications the service- instance- identifier is a parameter of the BIND invocation PDU, but not part of the standard operation header. 
[bookmark: _Toc489452698]START and STOP
The operation START is invoked by the service user to request that the service provider start an activity that is associated with the procedure that defines the operation.  Likewise STOP is used to request termination of the activity.  Both START and STOP can only be invoked by the service user.  The START and STOP operations, if used, control the state of the procedure as explained in 7.1.
SLE Reference
In SLE services, START and STOP are used to request start and stop of  the main activity of a service, e.g.  transfer of telemetry for the SLE return services.  In order to start other activities, e.g.  status reporting, SLE service specifications use special operations,.  e.g.  SCHEDULE-STATUS-REPORT.  The CSTS Specification Framework applies a uniform approach to all procedures within a service, i.e.,  transfer of telemetry and status reporting would each be controlled by START and STOP operations where the target procedure that shall be started or stopped in the context of the given association is identified by the procedure instance identifier in the standard operation header of the START or STOP operation invocation.
[bookmark: _Toc489452699]TRANSFER-DATA and PROCESS-DATA
TRANSFER-DATA is an unconfirmed operation used to transmit a data unit from the service provider to the service user.  In the most abstract version the operation invocation includes the time at which the data unit was generated and a sequence counter that can be used to check continuity of the data stream.  The data parameter itself is of the special type ExtendedAbstractChoice, which offers two choices. The type can either be used directly without extension if the data parameter shall be simply represented as an octet string or it has to be specified by defining a suitable extensionis used to indicate that the data is undefined and the specification must be provided by a derived operation. 
For data units that shall be transmitted from the service user to the service provider for processing by the provider, the CSTS Specification Framework defines the unconfirmed operation PROCESS-DATA, which is invoked by the service user.  Derived procedures may refine the PROCESS-DATA operation to be confirmed.  As is the case for TRANSFER-DATA the operation invocation includes an unspecified data parameter of type Extended AbstractChoice and a data-unit-id parameter.  In addition, the service user may request a notification to be sent when processing of the data unit has been completed.
SLE Reference
The TRANSFER-DATA operation corresponds to the TRANSFER-DATA operation of an SLE return service, whereas PROCESS-DATA corresponds to the TRANSFER-DATA operation in an SLE forward service.
[bookmark: _Toc489452700]NOTIFY
The unconfirmed operation NOTIFY is invoked by the service provider to notify the service user of the occurrence of an event of interest to the service user.  Typically events that are useful for understanding specific service provider behavior, such as an interruption in data delivery, are considered of interest and should be notified.  The basic version of this operation includes the identification of the event and the time of when the event occurred, the identification (name) of the event and an event value that may provide additional information related to the event.  
The identification of the event is an extensible parameter that allows events and further information to be added by procedure specifications.  The CSTS Specification Framework defines a small set of basic events reporting about changes of the production status (see 4.3) and/or about the progress in data processing.
SLE Reference
SLE service specifications include the operations SYNC-NOTIFY (return services) and ASYNC-NOTIFY (forward services) to specify whether or not notifications are synchronized with the main data flow, i.e.  the TRANSFER-DATA invocations.  In the CSTS Specification Framework this distinction has been dropped in the specification of the operations.  Whether a notification is transmitted synchronously or asynchronously must be defined by the specification of the  procedure using the NOTIFY operation.
[bookmark: _Ref226981060][bookmark: _Toc489452701]GET
The confirmed operation GET is invoked by the service user to query the values of one or more parameters.  The query is specified by a list-of-parameters parameter. This parameter shall contain one of the following: (a) a ‘null’ value (i.e., be left empty), (b) a list of individual Parameter Names, (c) a list of individual Parameter Labels, (d) the name of a list, (e) a Functional Resource Name, (f) a Functional Resource Type, (g) a procedure instance identifier a procedure type or (h) a procedure typea procedure instance identifier.
NOTES
Functional Resources are functions that are being performed to provide space communications services to the supported spaceflight mission. Functional Resources are service-oriented. A Functional Resource Type is a logical function or related set of functions that characterizes a service provider or production capability. A Functional Resource Type is identified by means of a Published Identifier.
A Functional Resource Name is formed by the concatenation of  a Functional Resource Type identifier and a Functional Resource Instance Number. A Functional Resource Instance Number is an integer index used to identify an instance of a Functional Resource Type.
A Parameter Name is formed by the concatenation of the Functional Resource Name of the resource the parameter is associated with and a Parameter Identifier that represents the individual parameter type. A Parameter Label is formed by the concatenation of a Functional Resource Type and a Parameter Identifier.
The CSTS Specification Framework does not specify how the Parameter Names and the parameter lists are defined and agreed but delegates these specifications to service specifications based on the CSTS Specification Fframework.  Service specifications may further delegate this to Service Management where applicable.
The operation return includes, for each parameter, the following information:
a) the Parameter Name;
b) the parameter data type, selected from a set of supported types defined in the CSTS Specification fFramework;
c) the parameter value; and
d) the parameter qualifier reporting the validity of its value as 'valid', 'unavailable', 'undefined' or 'error'.
SLE Reference
The GET-PARAMETER operation used for SLE services only supports a query for a single parameter value.  As the specification of a SLE GET-PARAMETER operation includes the specification of all "gettable" parameters, the data types of the parameters are included in the definition of the GET operation.  The CSTS Specification Framework generalizes the specification to refer to a set of standard data types and extends it to allow queries for multiple parameters in a more flexible manner.
[bookmark: _Toc489452702]EXECUTE DIRECTIVE
The operation EXECUTE-DIRECTIVE can be used to request execution of an activity that may take a non-negligible time to complete. It is the only three-phase operation defined in the CSTS Specification Framework.  EXECUTE-DIRECTIVE is invoked by the service user and the service provider provides intermediate feedback to the service user to acknowledge that the invocation has been received and is valid, as well as a final outcome of the operation that is returned some time following the acknowledgement. 
In the CSTS Specification Framework the Sequence-Controlled Data Processing procedure refines the EXECUTE-DIRECTIVE operation by adding the value ‘reset’ to the set of Object
 Identifiers possible for the Ddirective- Iidentifier parameter.
SLE Reference
EXECUTE-DIRECTIVE is conceived as an abstraction of the operations THROW-EVENT defined in the CLTU and FSP specifications and of EXECUTE-DIRECTIVE defined in the FSP specification to invoke a Command Operations Procedure (COP) Directive.  In both cases the operation return is an intermediate acknowledgment whereas the operation result is reported with an ASYNC-NOTIFY invocation.  This has been replaced by a three- phase operation.
The specific semantics of the THROW-EVENT operation are specified by the THROWhrow- EVENTvent procedure in the CSTS Specification Framework (see 7.11).


[bookmark: _Ref226525200][bookmark: _Toc489452703]Procedures
[bookmark: _Ref227126032][bookmark: _Toc489452704]Overview
Procedures define the protocol and the expected behavior for the invocation and performance of a set of operations to achieve a well-defined objective.  A CSTS may be specified by assembling a given set of procedures to handle specific aspects of the Sservice.
For instance, a service that forwards telemetry received on the space link can be broken down into a number of procedures that handle association establishment and release, actual transfer of telemetry data units, status reporting, and querying of the service configuration parameters.  All of these procedures except for telemetry data transfer can also be used for a service that supports reception and uplinking of telecommands, where only a subset of the parameters in the reports differs.
The specification of a procedure in the CSTS Specification Framework includes:
a) a description of the objective of the procedure including all assumptions that are made with respect to the type of data to be transferred and the Cross Support sService production process (descriptive);
b) a definition of the behavior of the procedure (prescriptive);
c) a definition of the operations that constitute the procedure (prescriptive);
d) a description of behavior expected of the service provider and the service user supported by a service provider side state matrix, where applicable (prescriptive).
The CSTS Specification Framework classifies procedures as stateful or stateless.  A stateful procedure assumes the states 'inactive' and 'active' with transitions between these states triggered by well-defined operation invocations or returnssponses.  Typically the transition from 'inactive' to ‘active’ is triggered by a START invocation and the transition from 'active' to 'inactive' is triggered by a STOP invocation.  A simplified state transition diagram for stateful procedures using START and STOP operations is shown in figure 7‑17‑1 below.


[bookmark: _Ref144707306][bookmark: _Toc198128224][bookmark: _Toc489453090][bookmark: F_Procedure_States]Figure 7‑1	:  Procedure States
A CSTS will typically use more than one procedure in addition to the Association Control procedure and may require more than one procedure of the same type to be active at the same time, e.g.  to transfer different data streams concurrently.  Therefore, the CSTS Specification Framework distinguishes between the procedure type and the procedure instance.  The procedure type corresponds to the specification of the procedure or the supporting program that implements the procedure specification.  A procedure of a given type can be instantiated once or several times within a service CSTS instance.  Different instances of the procedure are distinguished by a 'procedure instance identifier' that is assigned by sService mManagement and included in all operation invocation headers.
The CSTS Specification Framework defines a set of common procedures that cover typical tasks of a CSTS.  In order to be commonly usable, the procedure definition and in particular the purpose and semantics specification are reasonably abstract, such that the specifications as provided by the CSTS Specification fFramework may sometimes not be directly usable.  For those cases, the Guidelines (reference [2]) specify methods to derive more specific procedures from these common procedures.
The Association Control Pprocedure is a special case.  It is provided for establishment and release of the association between the service user and the service provider, and as such does not belong to any of the classes (stateful, stateless).  As explained to more detail in section 8, the Association Control procedure must interface with all other procedure instances to achieve the desired effects.
Figure 7‑27‑2 depicts the "procedure layer" within the CSTS Specification Framework and shows how the common procedures use the common operations.  Table 7‑1 lists the common procedures defined by the CSTS Specification fFramework providing more detail and table 7‑27‑2 identifies the operations that are used by the procedures.  A brief summary of each procedure is provided by the following subsections.
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[bookmark: _Toc489453091][bookmark: F_CSTS_Specification_Framework_Procedure]Figure 7‑2	:  Common Operations and Procedures Defined by the CSTS Specification Framework
[bookmark: _Ref186343032][bookmark: _Toc226528824][bookmark: _Toc489452913][bookmark: T_Generic_Procedures_Defined_by_the_CSTS]Table 7‑1	:  Common Procedures Defined by the CSTS Specification Framework
	Procedure
	Purpose
	Class

	Association Control
	Establishment and release of an association between a service user and a service provider.
	N/A

	Buffered Data Delivery
	In- sequence transfer of bulk data, structured into data units, from the service provider to the service user.  In real-time mode, low latency is given priority over data completeness.  In complete mode, data completeness is given priority over low latency.
	SF

	Unbuffered Data Delivery
	Best effort transfer of bulk data, structured into data units, from the service provider to the service user in real- time delivery mode.
	SF

	Cyclic Report
	Cyclic reporting of parameter values from the service provider to the service user.
	SF

	Information Query
	Query by the service user of the value of one or more parameters controlling the service provider behavior.
	SL

	Notification
	Notification of the service user by the service provider of events of interest to the service user.
	SF

	Data Processing
	Processing of data units in the sequence as sent by the service user to the service provider and reporting of processing progress. This is an abstract procedure and is only foreseen for inheritance.
	SF

	Sequence- Controlled Data Processing
	Processing of data units strictly in the sequence as sent by the service user to the service provider and enabling the service user to resynchronize transfer and processing in case of a problem detected during processing.
	SF

	Buffered Data Processing
	Transfer of bulk data by the service user to the service provider and reporting of processing progress.
	SF

	Throw Event
	Signaling to the service provider the occurrence of an event requiring a configuration change action and report of the result of the action back to the service user.
	SL


In table 7‑1 ‘SF’ indicates stateful procedure while ‘SL’ flags a stateless procedure.
[bookmark: _Ref186343083][bookmark: _Toc226528825][bookmark: _Toc489452914][bookmark: T_Use_of_Operations_by_Generic_Procedure]Table 7‑2:  Use of Operations by Common Procedures
	
	Association Control
	Unbuffered Data Delivery
	Buffered Data Delivery
	Data Processing
	Buffered Data Processing
	Sequence-controlled Data Processing
	Information Query
	Cyclic Report
	Notification
	Throw Event
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	EXECUTE-DIRECTIVE
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	NB

	NOTE	–  	– ‘B’ and ‘NB’ indicate that the operation is ‘Blocking’ or ‘Non-Blocking’, respectively.



[bookmark: _Ref226965960][bookmark: _Toc489452705]Association Control
The Association Control procedure establishes and releases an association between a service user and a service provider for a given service instance.
The initiator who within the scope of CSTSes is always the service user, initiates service user initiates the association by sending a BIND invocation.  On reception of the BIND invocation, the responder who within the scope of CSTS is always the service provider verifies that
a) the service user is known to the service provider and can be authenticated if use of authentication procedures has been agreed;
b) the service type and version identified by the BIND operation invocation is supported by the service provider; 
c) the service instance to which the service user wants to bind is scheduled for the service user invoking the BIND operation; and
d) any service specific conditions that might apply are fulfilled.
If all tests are passed the service provider responds with a positive BIND return to indicate that the association is established.  Otherwise, the service provider rejects the BIND invocation with a negative return unless authentication of the service user has failed.  If the service user cannot be authenticated, the service provider is supposed to abort the association revealing as little information about the reason as possible.
To orderly terminate the association the service user invokes the UNBIND operation.  On reception of the UNBIND invocation, the service provider confirms to the service user that the association will be released. In order to enable this confirmation, UNBIND is a confirmed operation.  However, an UNBIND invocation received in a legal state must not be rejected by the service provider. A service instance can be unbound by the service user only while the service provider is in state ‘bound.ready’, i.e., while the prime procedure is ‘inactive’.  Service instances with a stateless prime procedure can be unbound at any time.
The association can be aborted by either service user or service provider using the PEER-ABORT operation to inform the peer system that the local system detected an error that requires the association to be terminated.  
In order to ensure consistent behavior of all procedure instances within a service instance, the Association Control procedure must interact with all other procedure instances.  This is further discussed in section 8, which deals with the role of service instances in the CSTS Specification Framework.
SLE Reference
On the level of a service instance, association control with the operations BIND, UNBIND, and PEER-ABORT is essentially the same as in the SLE service specifications.  Differences are related to maintaining consistency between procedure instance states and the service instance states, which is subject to section 8.
[bookmark: _Ref226982997]Buffered Data Delivery
The Buffered Data Delivery procedure supports transfer of bulk data, structured into data units from the service provider to the service user.  The operations used by this procedure allow a service user to interact with a service provider to:
a) request start of the data transfer, specifying the criteria to apply when selecting the data to transfer (START operation);
b) receive the specified data units (TRANSFER-DATA operation);
c) receive - synchronized with transfer of data units - notifications events that have a direct impact on the production and delivery of data units (NOTIFY operation);
d) terminate (STOP operation) and optionally later re-start the delivery of data units applying the same or a different selection. 
The Buffered Data Delivery procedure is suitable for transfer of data with the following characteristics:
a) data are structured into well-defined service data units;
b) data are generated by a service provider process and may have to be transmitted as soon as possible after their generation.
The procedure supports scenarios in which the data generation rate exceeds the bandwidth of the communications link between the service provider and the service user using one of the following delivery modes:
a) real-time, in which the service provider transmits real-time data and ensures that a minimum number of the most recent consecutive data units is transferred with a specified maximum latency; if the capacity of the ground link does not allow transmitting all data, then data units are discarded and the service user is notified. Transmission of real-time data implies that data units are transmitted as soon as possible after their production by an ongoing service production session;
b) complete, in which the service provider transmits recorded data accepting high latency if the capacity of the ground link does not allow transmitting the data in a timely manner.  The service provider ensures that no data are lost.  Transmission of recorded data implies that transmitted data units are retrieved from an ongoing service production session or from terminated service production sessions.
The delivery mode to be applied for a given service instance must be agreed in advance by service management.
In order to support these delivery modes, data must be buffered.  Conceptually the procedure makes use of two different buffers as illustrated in figure7‑3: the "return buffer" and the "recording buffer".
In real-time delivery mode the data is buffered within the return buffer.  When the buffer has been filled or when a configurable latency timer expires, whichever comes first, the return buffer is transferred to the User.  A failure to transfer the data leads to the data in the return buffer to be discarded.  A notification is inserted into the stream, informing the User that data has been discarded.
In complete delivery mode, a data buffer, called recording buffer, stores the data.  The data is thereafter passed to the return buffer.  When the buffer has been filled or when a configurable latency timer expires, whichever comes first, the return buffer is transferred to the User.  If transfer of the data is not possible, the procedure will retry until it succeeds.  In the meantime, data is stored in the recording buffer.


Figure 7‑3	:  Buffers and Delivery Modes
Transfer of data units to the service user is complemented by notification of events that have an impact on the sequence of the transmitted data.  Events are reported in a synchronous manner, i.e.  an event report is transmitted to the user after the last data unit generated before the event occurred and before the first data unit generated after the event. This implies, that event reports must be buffered in the same manner as data units.
With respect to handling of overflow conditions in the real-time delivery mode, the Buffered Data delivery procedure further distinguishes between: 
a) discardable event reports, which are discarded in the same way as data units; and 
b) non-discardable event reports, which are retained when a return buffer is discarded and for which the procedure makes sure that they are transferred to the service user as soon as possible.
Table 7‑3 identifies the operations used by the Buffered Data Delivery procedure and whether the source is extended or refined.
Table 7‑3:  Operations used by the Buffered Data Delivery Procedure
	Operations
	Source
	Extended
	Refined
	Procedure 
Blocking/Non-Blocking

	START
	Common
	Y
	N
	Blocking

	STOP
	Common
	N
	N
	Blocking

	TRANSFER-DATA
	Common
	N
	N
	Non Blocking

	NOTIFY
	Common
	Y
	N
	Non Blocking


The START operation is extended to allow the selection of a generation time interval for which the data units shall be delivered.  The NOTIFY operation is extended to add event reports that signal loss of data due to excessive backlog and ‘end of data’ when the service provider has no more data to transmit.
SLE Reference
The Buffered Data Delivery procedure is an abstraction of the telemetry transfer used in SLE return services and can be applied to any data generated by a process in the Cross Support Complex.  The main conceptual difference is that the "complete online" delivery mode and the "offline" delivery mode defined in the SLE service specifications have been combined into a single delivery mode, called the "complete" delivery mode.  As a consequence of this, the "timely online" delivery mode has been renamed to "real-time" delivery mode.  Beside this, the special handling applied to the notification ‘data discarded due to excessive backlog’ has been generalized by the concept of "discardable" and "non-discardable" events.
[bookmark: _Ref226980297][bookmark: _Toc489452763]Unbuffered Data Delivery
This procedure can be used to accomplish the transfer of data from the service provider to the service user in a ‘best effort’ manner.  Data are delivered as soon as they have been generated if possible and are discarded individually if the underlying communicationss service generates backpressure due to congestion of the connection between service provider and service user or due to the service user reading the data at a rate that is lower than the rate at which the service provider attempts to transfer them.  Loss of data can be detected by the service user by inspection of the sequence number in the TRANSFER-DATA invocation used to transfer the data.
The operations defined in this procedure allow a service user to interact with a service provider to:
a) request start of the data transfer specifying the selection criteria of the data to be transferred (START operation);
b) receive the specified data units (TRANSFER-DATA operation);
c) terminate (STOP operation) and optionally later re-start the delivery of data units applying the same or a different selection.
Table 7‑37‑4 identifies the operations used by the Unbuffered Data Delivery procedure.  As can be seen from this table the procedure uses the common operations unmodified.
[bookmark: T_Unbuffered_Data_Delivery_Operations]Table 7‑34:  Operations used by the Unbuffered Data Delivery Procedure
	Operations
	Source
	Extended
	Refined

	START
	Common
	No
	No

	STOP
	Common
	No
	No

	TRANSFER-DATA
	Common
	No
	No


SLE Reference
There is no concept in the SLE service specifications that corresponds directly to the Unbuffered Data Delivery procedure.  However, the Cyclic Report Procedure derived from the Unbuffered Data Delivery procedure (see 7.47.5) is an abstraction of status reporting as defined for SLE services.  
[bookmark: _Ref226978871][bookmark: _Toc489452764]Buffered Data Delivery
The Buffered Data Delivery procedure supports transfer of bulk data, structured into data units, from the service provider to the service user.  The operations used by this procedure allow a service user to interact with a service provider to:
e) request start of the data transfer, specifying the criteria to apply when selecting the data to transfer (START operation);
f) receive the specified data units (TRANSFER-DATA operation);
g) receive - synchronized with transfer of data units - notifications of events that have a direct impact on the Cross Support Service production and delivery of data units (NOTIFY operation);
h) terminate (STOP operation) and optionally later re-start the delivery of data units applying the same or a different selection. 
The Buffered Data Delivery procedure is suitable for transfer of data with the following characteristics:
c) data are structured into well-defined service data units;
d) data are generated by a service provider process and may have to be transmitted as soon as possible after their generation.
The procedure supports scenarios in which the data generation rate exceeds the bandwidth of the communications link between the service provider and the service user using one of the following delivery modes:
c) real-time, in which the service provider transmits real-time data and ensures that a minimum number of the most recent consecutive data units is transferred with a specified maximum latency; if the capacity of the ground link does not allow transmitting all data, then data units are discarded and the service user is notified. Transmission of real-time data implies that data units are transmitted as soon as possible after their production by an ongoing Cross Support Service production session;
d) complete, in which the service provider transmits recorded data accepting high latency if the capacity of the ground link does not allow transmitting the data in a timely manner.  The service provider ensures that no data are lost.  Transmission of recorded data implies that transmitted data units are retrieved from an ongoing Cross Support Service production session or from terminated Cross Support Service production sessions.
The delivery mode to be applied for a given service instance must be agreed in advance by Service Management.
In order to support these delivery modes, data must be buffered.  Conceptually the procedure makes use of two different buffers as illustrated in figure: the "return buffer" and the "recording buffer".
In real-time delivery mode the data is buffered within the return buffer.  When the buffer has been filled or when a configurable latency timer expires, whichever comes first, the return buffer is transferred to the service user.  A failure to transfer the data leads to the data in the return buffer to be discarded.  A notification is inserted into the stream, informing the service user that data has been discarded.
In complete delivery mode, a data buffer, called recording buffer, stores the data.  The data is thereafter passed to the return buffer.  When the buffer has been filled or when a configurable latency timer expires, whichever comes first, the return buffer is transferred to the service user.  If transfer of the data is not possible, the procedure will retry until it succeeds.  In the meantime, data is stored in the recording buffer.


[bookmark: _Toc489453093]Figure 7‑3	:  Buffers and Delivery Modes
Transfer of data units to the service user is complemented by notification of events that have an impact on the sequence of the transmitted data.  Events are reported in a synchronous manner, i.e.  an event report is transmitted to the service user after the last data unit generated before the event occurred and before the first data unit generated after the event. This implies, that event reports must be buffered in the same manner as data units.
With respect to handling of overflow conditions in the real-time delivery mode, the Buffered Data Delivery procedure further distinguishes between: 
c) discardable event reports, which are discarded in the same way as data units; and 
d) non-discardable event reports, which are retained when a return buffer is discarded and for which the procedure makes sure that they are transferred to the service user as soon as possible.
Table 7‑4 identifies the operations used by the Buffered Data Delivery procedure and whether the source is extended or refined.
[bookmark: _Toc489452915]Table 7‑4:  Operations Used by the Buffered Data Delivery Procedure
	Operations
	Source
	Extended
	Refined
	Procedure 
Blocking/Non-Blocking

	START
	Common
	Y
	N
	Blocking

	STOP
	Common
	N
	N
	Blocking

	TRANSFER-DATA
	Common
	N
	N
	Non Blocking

	NOTIFY
	Common
	Y
	N
	Non Blocking


The START operation is extended to allow the selection of a generation time interval for which the data units shall be delivered.  The NOTIFY operation is extended to add event reports that signal loss of data due to excessive backlog and ‘end of data’ when the service provider has no more data to transmit as well an overflow of the recording buffer and a change of the return buffer size or latency limit.
SLE Reference
The Buffered Data Delivery procedure is an abstraction of the telemetry transfer used in SLE return services and can be applied to any data generated by a process in the Cross Support Complex.  The main conceptual difference is that the "complete online" delivery mode and the "offline" delivery mode defined in the SLE service specifications have been combined into a single delivery mode, called the "complete" delivery mode.  As a consequence of this, the "timely online" delivery mode has been renamed to "real-time" delivery mode.  Beside this, the special handling applied to the notification ‘data discarded due to excessive backlog’ has been generalized by the concept of "discardable" and "non-discardable" events.
[bookmark: _Toc489452765]Data Processing
The Data Processing procedure provides transfer of data units from the service user to the service provider for processing of the data units by the service provider.  This procedure does neither define the data units being transferred nor the processing to be performed by the service provider. It is assumed however that processing is part of Cross Support Service production and will be specified by the Cross Support Service using this procedure.
This procedure is abstract and cannot be implemented directly because the specification is incomplete. To be implementable, derived procedures must provide the missing specifications.
The operations used by this procedure allow a service user to interact with a service provider to
c) request the service provider start accepting data units sent by the service user and processing them (START operation);
d) transfer to the service provider data units to be processed (PROCESS-DATA operation);
e) receive notifications of events that have an impact on data processing, of errors in processing of data units, and optionally of successful completion of the processing of individual data units (NOTIFY operation);
f) terminate (STOP operation) and optionally later re-start the transfer and processing of data units.
The procedure enables monitoring of the completeness of the data processing performed by reporting the completion of the processing of a given data unit if such notification has been requested in the PROCESS-DATA invocation that has been used to transfer the data unit. Errors, or events that prevent processing to start or complete are always reported.  Table 7‑5 identifies the operations used by the Data Processing procedure and whether the source is extended or refined.
[bookmark: _Toc489452916]Table 7‑5:  Operations used by the Data Processing Procedure
	Operations
	Source
	Extended
	Refined

	START
	Common
	No
	No

	STOP
	Common
	No
	No

	PROCESS-DATA
	Common
	Yes
	No

	NOTIFY
	Common
	Yes
	No


The PROCESS-DATA is extended by the parameter by means of which the service user can select if the completion of the processing of the given data unit shall be reported or not. The NOTIFY operation is extended to add event reports for successful completion of data unit processing and for specific error conditions.
[bookmark: _Toc489452766]Buffered Data Processing
The purpose of the Buffered Data Processing procedure is to support transfer of large volumes of data at high data rates from the service user to the service provider for processing by the service provider where the maximum latency of data units may have to be limited. To that end the procedure allows a service to select one of the following transfer modes:
a) complete transfer mode, in which data are transmitted to the service provider completely based on the flow control capabilities of the underlying data communications service accepting any latency that might be implied;
b) timely transfer mode, in which the service provider ensures that data units will not be queued longer than a configurable latency limit before being processed and will discard the oldest unprocessed data units if either the capacity of the configurable Input Queue or the latency limit would be exceeded.
The Buffered Data Processing procedure extends the Data Processing procedure and in particular provides specifications for the handling of Input Queue overflow conditions that are left unspecified in the Data Processing procedure.
[bookmark: _Toc489452917]Table 7‑6: Buffered Data Processing Operations
	Operations
	Source
	Extended
	Refined

	START
	Data Processing
	No
	No

	STOP
	Data Processing
	No
	No

	PROCESS-DATA
	Data Processing
	No
	No

	NOTIFY
	Data Processing
	Yes
	No



The NOTIFY operation is extended (see table 7‑6) by a modified specification of the event-value parameter such that it can report the dynamically modifiable parameters of the Buffered Data Processing procedure as part of the ‘data processing configuration change’ event.
[bookmark: _Toc489452767]Sequence-Controlled Data Processing
The purpose of the Sequence-Controlled Data Processing procedure is:
a) to provide strict sequential transfer and processing of data units in the sequence defined by the service user; 
b) to enable the service user to resynchronize transfer and processing of data units in case a problem is detected during processing of a data unit.
The procedure is intended for use in CSTSes that involve sequence-controlled data transfer and processing and that need confirmation of data transfer and status reports on the ongoing Cross Support Service production process.
The Sequence-Controlled Data Processing procedure extends the parent Data Processing procedure by the following features :
a) use of a confirmed PROCESS-DATA operation;
b) start of processing of the data units not earlier than an earliest and not later than a latest processing start time defined by the service user;
c) transition to a ‘locked’ state and notification of the service user in case processing of a data unit fails. In such a case the service provider is blocked, and does not accept any further PROCESS-DATA invocations, as the strict sequential processing cannot be guaranteed anymore;
d) resynchronization of data unit processing by the service user in case of a problem detected during data unit processing.
[bookmark: _Toc489452918]Table 7‑7: Sequence Controlled Data Processing Operations
	Operations
	Source
	Extended
	Refined

	START
	Data Processing
	Yes
	No

	STOP
	Common
	No
	No

	PROCESS-DATA
	Data Processing
	Yes
	No

	NOTIFY
	Data Processing
	Yes
	No

	EXECUTE-DIRECTIVE
	Common
	Yes
	No


The operations are extended as shown in table 7‑7.
The START operation is extended through the addition of the first-data-unit-id  parameter to the invocation.
This procedure extends the PROCESS-DATA operation through changing the operation to be a confirmed operation, through the addition of the earliest-data-process-start-time and latest-data-process-start-time parameters, and diagnostic values. 
The NOTIFY operation is extended through the addition of the ‘expired’ and ‘locked’ events, through extension of the data-processing-status parameter with additional values. The event-value parameter is extended such that it can carry the procedure specific values associated with the ‘data processing configuration change’ event.  
The EXECUTE-DIRECTIVE operation is extended through the definition of one value possible for the directive-identifier parameter and the specification of the associated directive-qualifier parameter.
SLE Reference
The Sequence-Controlled Data Processing procedure is an abstraction of telecommand transfer and processing as defined for the SLE services CLTU and FSP.  Conceptual differences include explicit modeling of the state 'locked' which is considered a sub-state of 'active' and the possibility to clear the data unit buffer and restart processing with the directive "reset".  The only way to recover from locking in the SLE services is to send STOP followed by START.
[bookmark: _Toc489452768]Information Query
The Information Query procedure enables the service user to request from the service provider the provision of a standard set of parameters reflecting: 
a) the configuration of the CSTS instance using this procedure or the values of other service provider parameters related to the provisioning of the service; and
b) the configuration and status of the Functional Resources involved in the Cross Support Service production associated with the Transfer Service instance.
In essence this procedure is a wrapper around the GET operation described in 6.6 and this is also the only operation it uses it without modification.  Because the procedure only supports querying of parameters using GET it is classified as stateless.  
The existence of this procedure allows a designer to add information querying to a service without further specifying the procedure to be used for this purpose.
SLE Reference
The Information Query procedure builds on the concept of "gettable configuration parameters" in SLE service specifications.  In the context of the CSTS Specification Framework it has been generalized and specified as an independent procedure.  Additional flexibility is provided through the enhanced features of the new GET operation.
[bookmark: _Toc489452769]Cyclic Report
The Cyclic Report procedure extends the Unbuffered Data Delivery procedure with the following capabilities:
a) the Cyclic Report procedure defines the structure of the data unit as a set of parameters  and supports selection of the parameters that shall be delivered in the START operation;
b) the selected parameters are delivered periodically.
The service user requests periodic reporting by invoking the START operation and specifying the following criteria:
a) the delivery cycle to use for periodic delivery;
b) the parameters to be delivered, in the same manner as for the GET operation in one of the following ways:
1) a ‘null’ value (corresponds to the default list);
2) a list of individual Parameter Names;
3) a list of individual Parameter Labels;
4) the name of a list of Parameter Labels;
5) the name of a Functional Resource Instance;
6) a Functional Resource Type;
7) [bookmark: _Ref398537257]a procedure type; or
8) [bookmark: _Ref398537272]a procedure instance identifier.
NOTE	—		–	Most procedures can be configured in accordance with the needs of a given service type and instance. Most of these configuration parameters will have constant values throughout the lifetime of the associated service instance, but some can be modified while the service instance is bound. By using options 7) and 8) on the list above a service user can retrieve the procedure configuration parameters. 
The CSTS Specification Framework (Annex DE)  specifies how the Parameter Names and the parameter lists are defined. 
Table 7‑87‑5 identifies the operations used by the Cyclic Report procedure and whether the source is extended or refined.  
[bookmark: _Toc489452919][bookmark: T_Cyclic_Report_Operations]Table 7‑85:  Operations used by the Cyclic Report Procedure
	Operations
	Source
	Extended
	Refined

	START
	Unbuffered Data Delivery
	Yes
	No

	STOP
	Unbuffered Data Delivery
	No
	No

	TRANSFER-DATA
	Unbuffered Data Delivery
	No
	Yes


The START operation is extended by the parameters used to specify the parameter selection and the delivery cycle.  The specification of the data parameter in the TRANSFER-DATA operation is refined by specification of the data format as a listsequence of parameters, including for each parameter:
a) the Functional Resource Instance or procedure instance the parameter is associated withObject Identifier of the parameter and the Published Identifier of the parameter;
b) the parameter type, selected from a set of supported types defined in the CSTS Specification Fframework and the ;
c) the parameter value; and, provided the parameter qualifier is ‘valid’ (see c));
d) [bookmark: _Ref489344196]the parameter qualifier reporting the validity of its value as 'valid', 'unavailable', 'undefined' or 'error'.
SLE Reference
As mentioned earlier in section 7.37.4, the Cyclic Report procedure is an abstraction of status reporting in SLE services.  In contrast to SLE status reporting it is however permissible to discard data in case of link congestion which is considered acceptable because the data are delivered periodically.  Instead of using a special operation to start and stop status reporting as in SLE services, the cyclic report is started and terminated by the START and STOP operation just as any other activity.  
As the specification of the SLE STATUS-REPORT operation includes the specification of all status parameters, the data types of the parameters are included in the definition of that operation.  The CSTS Specification Framework generalizes the specification to refer to a set of standard data types and extends it to allow selection of the parameters to be reported in a more flexible manner.
[bookmark: _Ref489343938]Information Query
The Information Query procedure enables the service user to request from the service provider the provision of a standard set of parameters reflecting: 
c) the configuration of the Transfer Service instance using this procedure or the values of other service provider parameters related to the provisioning of the service; and
d) the configuration and status of the Functional Resources involved in the service production associated with the Transfer Service instance.
In essence this procedure is a wrapper around the GET operation described in 6.6 and this is also the only operation it uses it without modification.  Because the procedure only supports querying of parameters using GET it is classified as stateless.  
The existence of this procedure allows a designer to add information querying to a service without further specifying the procedure to be used for this purpose.
SLE Reference
The Information Query procedure builds on the concept of "gettable configuration parameters" in SLE service specifications.  In the context of the CSTS Specification Framework it has been generalized and specified as an independent procedure.  Additional flexibility is provided through the enhanced features of the new GET operation.
[bookmark: _Ref227125614][bookmark: _Toc489452778]Notification
The Notification procedure provides means by which a service user is able to select from a set of pre-identified events, and to subsequently receive notifications of the occurrence of any of those selected events while the Notification procedure is active.
The operations defined in this procedure allow a service user to interact with a service provider to:
a) request the start of notification of a set of pre-identified notifiable events (START operation);
b) receive notifications of the occurrence of the specified events (NOTIFY operation);
c) terminate (STOP operation) and optionally later re-start the delivery of event notifications, applying the same or a different selection of notifiable events.
When starting the Notification procedure with the START operation, the service user subscribes to the particular events that are to be reported by that procedure in one of the following ways:
a) a ‘null’ value (corresponds to the default list);
b) a list of individual Event Names;
c) a list of individual Event Labels;
d) the name of a list of Event Labels;
e) the name of a Functional Resource Instance;
f) a Functional Resource Type;
g) a procedure instance identifiera procedure type; or
h) a procedure typea procedure instance identifier.
The CSTS Specification Framework (annex DE) specifies how the eEvent nNames and the event lists are defined. 
Events may be notified by other procedures as well, but these will typically be events that are specific for that procedure.  Examples include notification of data loss by the Buffered Data Delivery procedure (see 1.17.3) or processing completion reports in the Data Processing procedure (see 1.17.8).  The Notification procedure can be used in a CSTS also in combination with other event notifying procedures if the events that are reported by each procedure are clearly specified and overlap is avoided.
Table 7‑97‑6 identifies the operations used by the Notification procedure and whether the source is extended or refined.  The START operation is extended by the parameters used to specify the event selection.  
[bookmark: _Toc489452920][bookmark: T_Notification_Operations]Table 7‑96:  Operations used by the Notification Procedure
	Operations
	Source
	Extended
	Refined

	START
	Common
	Yes
	No

	STOP
	Common
	No
	No

	NOTIFY
	Common
	No
	No


SLE Reference
The Notification procedure builds on the concept of notifications in SLE service specifications.  In the context of the CSTS Specification Framework it has been generalized and specified as an independent procedure.  Additional flexibility is provided as the service user can specify the set of events that should be reported.
[bookmark: _Ref226983042]Data Processing
The Data Processing procedure provides transfer of data units from the service user to the service provider for processing of the data units by the service provider.  This procedure does neither define the data units being transferred nor the processing to be performed by the service provider. It is assumed however that processing is part of service production and will be specified by the Service using this procedure.
This procedure is abstract and cannot be implemented directly because the specification is incomplete. To be implementable, derived procedures must provide the missing specifications.
The operations used by this procedure allow a service user to interact with a service provider to
g) request the service provider start accepting data units sent by the service user and processing them (START operation);
h) transfer to the service provider data units to be processed (PROCESS-DATA operation);
i) receive notifications of events that have an impact on data processing,  of errors in processing of data units, and optionally of successful completion of the processing of individual data units (NOTIFY operation);
j) terminate (STOP operation) and optionally later re-start the transfer and processing of data units.
The procedure enables monitoring of the completeness of the data processing performed by reporting the completion of the processing of a given data unit if such notification has been requested in the PROCESS-DATA invocation that has been used to transfer the data unit. Errors, or events that prevent processing to start or complete are always reported.  Table 7‑7 identifies the operations used by the Data Processing procedure and whether the source is extended or refined.
Table 7‑7:  Operations used by the Data Processing Procedure
	Operations
	Source
	Extended
	Refined

	START
	Common
	No
	No

	STOP
	Common
	No
	No

	PROCESS-DATA
	Common
	Yes
	No

	NOTIFY
	Common
	Yes
	[bookmark: _Toc489452812]Yes


[bookmark: _Toc489452814]The NOTIFY operation is extended to add event reports for successful completion of data unit processing and for specific error conditions.  PROCESS-DATA, and NOTIFY are extended by specific diagnostics. 
[bookmark: _Toc489452815]The procedure specification further refines the definition of the NOTIFY operation by detailing the meaning of the production status change events defined for the basic NOTIFY operation and by adding constraints on the generation of related event reports.  For instance, the procedure specifies that a change of the production status from 'operational' to 'interrupted' shall only be reported when processing of a data unit has actually been affected.
Buffered Data Processing
The purpose of the Buffered Data Processing procedure is to support transfer of large volumes of data at high data rates from the service user to the service provider for processing by the service provider where the maximum latency of data units may have to be limited. To that end the procedure allows a service to select one of the following transfer modes:
c) complete transfer mode, in which data are transmitted to the service provider completely based on the flow control capabilities of the underlying data communications service accepting any latency that might be implied;
d) timely transfer mode, in which the service provider ensures that data units will not be queued longer than a configurable latency limit before being processed and will discard the oldest unprocessed data units if either the capacity of the configurable Input Queue or the latency limit would be exceeded.
The Buffered Data Processing procedure extends the Data Processing procedure and in particular provides specifications for the handling of Input Queue overflow conditions that are left unspecified in the Data Processing procedure.
Table 7‑8: Buffered Data Processing Operations
	Operations
	Source
	Extended
	Refined

	START
	Data Processing
	No
	No

	STOP
	Data Processing
	No
	No

	PROCESS-DATA
	Data Processing
	No
	No

	NOTIFY
	Data Processing
	[bookmark: _Toc489452844]No
	No


[bookmark: _Toc489452847]
Sequence Controlled Data Processing
The purpose of the Sequence-Controlled Data Processing procedure is:
c) to provide strict sequential transfer and processing of data units in the sequence defined by the service user; 
d) to enable the service user to resynchronize transfer and processing of data units in case a problem is detected during processing of a data unit.
The procedure is intended for use in CSTSes that involve sequence-controlled data transfer and processing and that need confirmation of data transfer and status reports on the ongoing production process.
The Sequence-Controlled Data Processing procedure extends the parent Data Processing procedure by the following features :
e) use of a confirmed PROCESS-DATA operation;
f) start of processing of the data units not earlier than an earliest and not later than a latest processing start time defined by the service user;
g) transition to a ‘locked’ state and notification of the service user in case processing of a data unit fails. In such a case the service provider is blocked, and does not accept any further PROCESS-DATA invocations, as the strict sequential processing cannot be guaranteed anymore;
h) resynchronization of data unit processing by the service user in case of a problem detected during data unit processing.
Table 7‑9: Sequence Controlled Data Processing Operations
	Operations
	Source
	Extended
	Refined

	START
	Data Processing
	Yes
	No

	STOP
	Common
	No
	No

	PROCESS-DATA
	Data Processing
	Yes
	No

	NOTIFY
	Data Processing
	[bookmark: _Toc489452881]No
	[bookmark: _Toc489452882]Yes

	EXECUTE-DIRECTIVE
	Common
	[bookmark: _Toc489452886]No
	[bookmark: _Toc489452887]Yes


The START operation is extended through the addition of the first-data-unit-id  parameter to the invocation.
This procedure extends the PROCESS-DATA operation through changing the operation to be a confirmed operation, through the addition of the earliest-data-process-start-time and latest-data-process-start-time parameters, and diagnostic values. 
[bookmark: _Toc489452891]The NOTIFY operation is refined through the addition of the ‘data processing completed’ notification inherited from the base procedure and two procedure specific notification types.
The EXECUTE-DIRECTIVE operation is refined through the definition of one value possible for the directive-identifier parameter.
SLE Reference
The Sequence Controlled Data Processing procedure is an abstraction of telecommand transfer and processing as defined for the SLE services CLTU and FSP.  Conceptual differences include explicit modeling of the stated 'locked' which is considered a sub-state of 'active' and the possibility to clear the data unit buffer and restart processing with the directive "reset".  The only way to recover from locking in the SLE services is to send STOP followed by START.
[bookmark: _Ref226950510][bookmark: _Toc489452895]Throw Event
The Throw Event procedure provides the capability for a service user to request the service provider to initiate predefined actions to be performed by the Complex,  to receive acknowledgements of successful receipt of the requests, and to receive reports of the final outcomes of the actions back from the service provider.  The service provider checks the conditions under which the service provider can properly and safely execute the actions and executes the actions if these tests are passed.
The Throw Event procedure is intended for use in Cross Support Transfer Services that involve the modification of operating parameters of a Complex during the execution of a Sservice Ppackage.  The following types of applications are envisaged:
a) the procedure may be used to modify Cross Support Service production parameters associated with the data being transferred by that transfer serviceCSTS.  For instance, a service whose primary purpose is to deliver commands to the space element, may use the THROW-EVENThrow Event procedure to request modification of the uplink parameters used to radiate those commands;
b) the procedure may be used to modify Cross Support Service production parameters of the Complex independent of any data transfer via that transfer serviceCSTS.  For instance, a service whose purpose is to control parameters of Cross Support Service production functions that support multiple Cross Support Service CSTS instances, and for which no single service instance has the authority to modify those parameters, may use the Throw Event procedure to modify these parameters on behalf of all of the service users.
The CSTS Specification Framework does not specify any specific events, actions, or guard conditions but delegates these definitions to the specification of the service using this procedure.  The service specification may further delegate these specifications to bilateral agreements, when this is considered appropriate.
This procedure uses only one operation: the EXECUTE-DIRECTIVE without any extension or refinement and is consequently stateless.
SLE Reference
The Throw Event procedure is equivalent to the THROW-EVENT operation defined in the SLE service specifications for F-CLTU and FSP.  Within the CSTS Specification Framework it is defined as a procedure using the EXECUTE-DIRECTIVE operation, in order to capture the specific behavior associated with the SLE THROW-EVENT operation.


[bookmark: _Ref226525202][bookmark: _Toc489452896]Services
The CSTS Specification Framework defines building blocks for the construction of services and not the services themselves.  The CSTS Specification Framework therefore has a reasonably high level and abstract notion of "service" that can be characterized by the following statements:
a) a Cross Support Transfer Service is composed of a set of procedures;
b) the actual provisioning of a transfer service by a given service provider for a specific service user is referred to as service instance;
c) the service instance is subject to scheduling and configuration and it is the service instance that must be bound, i.e., the association between service user and service provider needs to be established before any further interaction can take place;
d) the service instance can be seen as a container for the instantiations of the procedures defined in the service specification.
Because binding of a service instance is a prerequisite for interactions between the service user and the service provider, one of the procedure instances in a service instance must be an instance of the Association Control procedure which is responsible for binding and unbinding and as such controls the service instance state.
From the perspective of service specification and implementation it is convenient to view a service instance as a collection of procedure instances, each of which has its own state.  However from an operations perspective, a service has a specific purpose, e.g.  to transfer telemetry from a ground station to a mission control system.  In this viewpoint it seems natural to say that the service instance is "active" if telemetry transfer has been started and that it is "ready" if the service instance has been successfully bound but telemetry transfer has not yet been started, even if status reporting has already been switched on.
This operations viewpoint is acknowledged by the CSTS Specification Framework by saying that each service must identify a single procedure instance as the "prime procedure" and that this prime procedure determines the service instance state.  If the prime procedure is stateful, Tthe service instance state 'bound' is structured into two sub-states 'bound.ready' in which the prime procedure is in the state 'inactive' and 'bound.active' in which the prime procedure is in the state 'active'.  Consequently, an UNBIND invocation is allowed only in the state 'bound.ready', i.e., when the prime procedure is not active.
Other procedure instances in the same service instance have no influence on the service instance state.  This implies that the UNBIND operation can be invoked in any state of the procedure instance and therefore has the same effect as PEER-ABORT for a non-prime procedure instance.
Figure 8‑18‑1 illustrates this concept.  
NOTE	—		–	The diagrams in figures 8‑18‑1 and 8‑28‑2 do not present state diagrams in a formal sense as they present different state machines in a synoptic view.  

 [image: ]
[bookmark: _Toc226528817][bookmark: F_Service_and_Procedure_States_stateful_]Figure 8‑1	:  Service and Procedure States (sStateful pPrime pProcedure)
A Cross Support Transfer Service specification can identify any procedure instance as prime procedure and it is not excluded that this could be an instance of a stateless procedure.  In this case the prime procedure has no state and consequently the  service instance state 'bound' has no sub-states as indicated in figure 8‑28‑2.
The concept of a prime procedure is quite natural in most of the cases, but sometimes selection of the prime procedure is not obvious.  For instance, the Monitored Data CSTS includes a set of Cyclic Report procedure instances, that can be active concurrently and monitor different sets of parameters.  On the level of the service specification there is no criterion for selection of the prime procedure and therefore the specification delegates this selection to sService mManagement.
The association between the service user and the service provider is handled by the Association Control procedure, but the effects of association management have an impact on other procedure instances.  In order to control the procedure state according to the specified rules, the Association Control procedure also needs to know the state of the designated prime procedure instance.

[bookmark: _GoBack] [image: ]
[bookmark: _Toc226528818][bookmark: _Toc489453094][bookmark: F_Service_and_Procedure_States_stateless]Figure 8‑2	:  Service and Procedure States (sStateless pPrime pProcedure)
The CSTS Specification Framework considers necessary interactions between procedure instances as a local implementation matter.  However, for the purpose of specifying state tables, it models the cooperation of procedure instances as follows:
a) only the Association Control procedure handles the operations BIND, UNBIND, and PEER-ABORT;
b) when receiving a PEER-ABORT invocation or accepting an UNBIND invocation, the Association Control procedure generates a local 'terminate' event on which all procedure instances shall close down;
c) when a procedure needs to abort, it requests invocation of PEER-ABORT from the Association Control procedure, which subsequently generates the local 'terminate' event to signal the end of the association to all procedure instances.

[bookmark: _Ref226870948][bookmark: _Ref226871632][bookmark: _Toc489452897]Data Communications Services
It is the specific intent of the CSTS Specification Framework to define building blocks for a CSTS independently of any particular communicationss services, protocols, technologies, or formatting of the data content.  However, the CSTS Specification Fframework provides a basis for the specification and development of a Cross Support Transfer Service that is intended to be used for development of real systems that implement the service and this obviously requires the availability of a communicationss service to convey invocations and returnssponses of the CSTS operations between the service user and the service provider.
The only requirement that the CSTS Specification Framework imposes on such a  communicationss service is that it provides a reliable protocol, i.e.  ensure that invocations and returnssponses of operations are transferred: 
a) in sequence;
b) completely and with integrity;
c) without duplication;
d) with flow control that notifies the application layer in the event of congestion; and
e) with notification to the application layer in the event that communications between the service user and the service provider areis disrupted, possibly resulting in a loss of data.
The communicationss service specified in reference [3][3] meets all of these requirements, and, as pointed out in the CSTS Specification Framework, is assumed to be used by default for CSTSes.
In order to specify interactions between the service user and the service provider in a technology independent manner, the CSTS Specification Framework uses an abstract data communication model, sketched in figure 9‑19‑1 and briefly described below.
The CSTS interface between the service user and the service provider is specified in terms of the operations that the service implements.  These operations are realized by mapping the service operation invocations, acknowledgements, and returns to pprotocol ddata uunits that can be conveyed by means of the underlying communicationss service.  
Typically one CSTS PDU corresponds to the invocation, acknowledgement or return of an operation.  From the point of view of the service provider or service user application, the interaction between the service user and service provider is in terms of operations, but from the point of view of the application entities that implement the CSTS protocol, what is exchanged are CSTS PDUs.
The mapping of CSTS PDUs to an underlying communicationss service is intentionally outside the scope of the CSTS Specification Framework.  A suitable mapping is defined in [3] reference [3].


[bookmark: _Ref144188998][bookmark: _Toc198128222][bookmark: _Toc489453095][bookmark: F_Communciation_Between_Servcie_User_and]Figure 9‑1	:  Communication between Service User and Service Provider
SLE Reference
The general approach in specifying data communications services including the requirements for a reliable service and the abstract communication model has been fully adopted from the SLE service specifications.


[bookmark: _Ref226525207][bookmark: _Ref229066097][bookmark: _Toc489452898]How to Specify a Cross Support Transfer Service
[bookmark: _Toc489452899]Introduction
The second normative component of the CSTS Specification Framework, the Guidelines for Specification of Cross Support Transfer ServicesCSTSes (reference [2]), defines the requirements and constraints that govern the way in which a legal CSTS can be developed in accordance with the CSTS Specification Framework and provides guidance on the structure and content of CSTS specifications. 
The CSTS Guidelines for Specification of CSTSes support four major approaches for developing CSTSes from the common procedures defined in the CSTS Specification Framework:
a) direct adoption of procedures defined in the CSTS Specification Framework;
b) derivation of new procedures from those defined in the CSTS Specification Framework;
c) specification of new procedures using the operations defined in the CSTS Specification Framework; and
d) deriving from an existing Cross Support Transfer Service specification.
A CSTS specification may apply any or all of these approaches in any combination.
[bookmark: _Toc489452900]Rules for Composition of a CSTS 
The most important rules that must be applied for all service specifications include the following:
a) every service must include the Association Control procedure and the Guidelines for Specification of CSTSes strongly recommend that the Association Control procedure be adopted unmodified;
b) for every procedure type, the specification may define that a service instance includes exactly one instance or that a service instance may include multiple instances.  In the latter case the specification must define the minimum number and may also fix the maximum number.  Alternatively a specification may delegate definition of the maximum number to sService mManagement but at the time a service instance is bound the number of procedure instances must have been fixed;
c) a service specification may declare a procedure type to be optional, which is equivalent to setting the minimum number of procedure instances to zero.  A service provider is not required to implement an optional procedure type, but heit must at least be able to identify invocation of operations of the unsupported procedure and reject them using the appropriate diagnostic codevalue.  A service user and a service provider may also agree not to use an optional procedure by setting the maximum number to zero via sService mManagement if that option is provided by the service specification;
d) the service must identify one procedure instance as the prime procedure instance that controls the service instance state (see section 8).  Obviously, the procedure type of the prime procedure instance must not be optional.  However a service specification may allow multiple instances of the procedure and define the rules by which the prime procedure instance is determined;
e) the specification of an implementable service must ensure that all definitions delegated to the service by the CSTS Specification Framework are fixed.  This applies in particular to all data types.  For other specifications, the service specification may further delegate the final definition to sService mManagement, but must include a complete specification of requirements on sService mManagement.  As mentioned earlier in section 3, a CSTS may be declared abstract, and in this case the specification may delegate any specification to services derived from it.
[bookmark: _Toc489452901]Composing a Service only from Common Procedures 
[bookmark: _MON_1302857965][bookmark: _MON_1302897623][bookmark: _MON_1302857545]The first, and simplest, approach is to develop a service through direct adoption of one or more common procedures defined in the CSTS Specification Framework without modification.  Figure 10‑110‑1 depicts a new hypothetical service (“Service 1”) that is composed of the unmodified CSTS Specification Framework procedures Association Control, Cyclic Report, and Sequence-Controlled Data Processing. 
 [image: ][image: ]
[bookmark: _Toc489453096][bookmark: F_CSTS_Directly_Composed_of_Common_Pr]Figure 10‑1	:  CSTS Directly Composed of Common Procedures
The composition of the CSTS in this case is essentially confined to the identification of the component common procedures.  This is the recommended approach if it can be made to work in satisfaction of the requirements of the application addressed by the CSTS.  
The composition of the CSTS in this case is essentially confined to the identification of the component common procedures.  This is the recommended approach if it can be made to work in satisfaction of the requirements of the application addressed by the CSTS.  A real example of such a service is the Monitored Data CSTS [9], for which annex C summarizes the specification.
[bookmark: _Ref229157370][bookmark: _Toc489452903]Deriving new Procedures from the CSTS Specification Framework
The second approach is to derive one or more procedures from existing procedures, in order to add to or modify the capabilities of those procedures.  As explained earlier in section 5, derivation of a procedure may occur through refining or extending the procedure (or both). Figure 10‑210‑2 depicts a new service (“Service 2”) that is composed of the common Association Control, Cyclic Report, and Sequence Controlled Data Processing procedures defined in the CSTS Specification Framework plus a "Configuration" procedure that is derived from the Throw Event procedure defined in the CSTS Specification Framework. The Configuration procedure might specify how the service user can request change of the Cross Support sService production engine configuration and for that purpose specify specific Directive Identifiers and directive qualifiers that are left unspecified in the Throw Event procedure specification.
[image: ]
[bookmark: _MON_1302862635][bookmark: _MON_1302898952][bookmark: _MON_1302861468][bookmark: _MON_1302862071][bookmark: _Toc489453097][bookmark: F_CSTS_Composed_of_Common_and_Derived_Pr]Figure 10‑2	:  CSTS Composed of Common and Derived Procedures
The specification of a CSTS that includes one or more derived procedures requires more information to be provided for each of the derived procedures.  Specifically, for each derived procedure, the CSTS specification must (a) define how the behavior of the procedure differs from its parent procedure;, (b) identify which of the operations of the procedure are extended, refined, or new to the procedure;, and (c) define the procedure state table.
The CSTS Specification Framework makes use of such derivation in that e.g. the Sequence-Controlled Data Processing and Buffered Data Processing procedures are derived from the Data Processing procedure. Likewise the Cyclic Report procedure is derived from the Unbuffered Data Delivery procedure. A real example of such a service being specified using such approach is the Monitored Data CSTS (reference [9]), for which annex C summarizes the specification.
[bookmark: _Toc489452904]Defining new Service Specific Procedures
The third approach to creating a new CSTS is to create one or more service-specific procedures from the common operations defined in the CSTS Specification Framework.  These operations can be extended or refined to meet the needs of the service.  Figure 10‑310‑3 depicts a new service (“Service 3”) that is composed of the common Association Control, Cyclic Report, and Sequence Controlled Data Processing procedures, plus a service-specific procedure "Notify & Get" that is composed of the START, STOP, GET, and NOTIFY operations.
 [image: ]
[bookmark: _MON_1302862774][bookmark: _Toc489453098][bookmark: F_CSTS_Composed_of_Common_and_Service_Sp]Figure 10‑3	:  CSTS Composed of Common and Service Specific Procedures
The specification of a CSTS that includes one or more service-specific procedures requires that for each new service specific procedure, the CSTS specification must define (a) the complete behavior of the procedure, (b) identify which of the operations used by the procedure are extended and/or refined; and (c) define the procedure state table.
This approach is not recommended by the Guidelines for Specification of CSTSes if it is possible to derive the procedure from one of the common procedures defined in the CSTS Specification Framework.  In the example it might have been possible to extend the common Notification procedure by adding the GET operation or to use the Notification and the Information Query procedures without modifications which might simplify the service specification and increase the chance of reusing existing software components for its implementation.
[bookmark: _Ref230230472][bookmark: _Toc489452905]Deriving from an Existing CSTS
The fourth approach to creating a new CSTS is to derive it from an existing CSTS.  A derived CSTS can be based on a concrete CSTS, i.e., a CSTS that is fully capable of performing a useful service on its own, or on an abstract CSTS, i.e., a service that does not perform a useful service on its own, but rather is intended to serve as a common basis for a family of services that could be derived from it.  Figure 10‑410‑4 depicts a new service (“Service 4") that is derived from an abstract "Data Processing” Sservice”, which itself is composed of the common Association Control, Cyclic Report, and Sequence Controlled Data Processing procedures defined in the CSTS Specification Framework and a Configuration procedure (see 10.4) derived from the common Throw Event procedure.
 [image: ]
[bookmark: _MON_1302899212][bookmark: _MON_1302899270][bookmark: _MON_1302864856][bookmark: _Toc489453099][bookmark: F_CSTS_Derived_from_an_Existing_CSTS]Figure 10‑4	:  CSTS Derived from an Existing CSTS
The specification of a CSTS that is derived from an existing CSTS can potentially involve all of the information in the other three methods of CSTS creation: (a) direct inheritance of standard procedures, (b) derivation of any of the procedures inherited from the base CSTS or included from the CSTS Specification Framework, and (c) addition of service-specific procedures.


[bookmark: _Ref227122956][bookmark: _Toc239398102]
Defintion of Terms
	abstract CSTS
	a CSTS that is intended to serve as the basis of multiple concrete CSTSes that are to be created through refinement or extension of that abstract service

	acknowledgement
	a confirmation that the invocation sent by the invoker was accepted by the performer and will now be acted upon 

	association
	a cooperative relationship between a service-providing application entity and a service-using application entity. An association is formed by exchanging service pprotocol data units using an underlying communicationss service 

	binding
	the act of establishing an association; before operations can be invoked an association has to be established between the ports associated with the specific CSTS instance

	concrete CSTS
	a CSTS that is intended to be directly implemented as specified;  a concrete CSTS may also serve as the basis of further derived CSTSes by refinement and/or extension 

	confirmed operation
	an operation that requires the performer to return a report of the operation outcome to the invoker; confirmed operations are further classified as two-phase operations and three-phase operations  

	cross support
	the term applied when one Agency uses part of another Agency’s resources to complement its own for the purpose of operating a spacecraft

	Cross Support Service
	a set of capabilities that an object that belongs to one Space Agency provides to objects that belong to other Space Agencies by means of one or more ports, in support of spacecraft operations; a Cross Support Service can also be used within a given Space Agency

	Cross Support Service provision
	exposing the operations necessary so that the service user can obtain the service.; Pprovision involves the interface between the service user and the service provider

	Cross Support Transfer Service
	a subclass of Cross Support Service that provides reliable, access-controlled transfer of spaceflight mission-related data between ground element entities, realized through the invocation and performance of defined operations in accordance with defined procedures.  A CSTS is qualified by the kind of data it transfers (e.g., telemetry frames, tracking data).  A CSTS may optionally have capabilities to coordinate and monitor the behavior of the Cross Support Service production with which this service is associated

	Cross Support Transfer Service instance
	an instance of a specific Cross Support Transfer Service type by means of which a Cross Support Complex provides the capability to the service user to transfer the service-type specific spaceflight mission-related data

	Cross Support Transfer Service production
	performing of the data acquisition process and/or the data transformation as necessary for the given type of Cross Support Transfer Service

	derivation
	a mechanism that allows extending or refining an operation or the behavior of a procedure. This mechanism can also be applied to a Cross Support Transfer Service.

	extension
	the act of extending operations or procedures. Operations are extended by (a) adding new parameters to the invocation or response message or (b) extending the range of values for already existing parameters or (c) changing an unconfirmed operation into a confirmed operation. Procedures are extended by (a) adding new operations or (b) extending the used operations 

	Framework
	a set of generic behaviors (called common procedures) and common operations used to simplify the specification of systems providing or using CSTSes.

	initiator
	the entity that issues the request to bind to another entity (the responder)

	invocation
	the making of a request by an entity (the invoker) to another entity (the performer) to carry out the invoked operation 

	operation
	a task that the invoker requests the performer to execute.  Depending on the type of operation, the performer may or may not report the result of the operation to the invoker. Service user and a service provider interact by invoking and performing operations 

	parameter
	in the context of an operation, data that may accompany the operation’s invocation, acknowledgement, or return. The term parameter is also used to refer to mission-dependent configuration information used in the production or provision of a Cross Support sService

	performance
	in the context of an operation, the carrying out of the operation by an object (the performer) 

	production status
	the aggregate status of the Cross Support Service production processes that generate or process the data that is transferred by the transfer service instance 

	real-time data
	data that can be accessed by the service user as soon as it is collected or generated by the service provider 

	recorded data
	data that has been collected and stored by the service provider for access by the service user at some later time

	refinement
	the act of refining operations or procedures. Operations are refined by constraining the values of parameters or by detailing the parameter semantics. Procedures are refined by modifying, e.g. narrowing, their semantics or defining their behavior or states in more detail 

	responder
	see initiator

	response
	a report, from the performer to the invoker, in reaction to the invocation of an operation; a response may be a return or in case of a three-phase operation an acknowledgement or return

	return
	a report, from the performer to the invoker, of the outcome of the performance of the operation 

	service instance provision period
	the time during which a service is scheduled to be provided by this instance 

	service provider
	an entity that offers a service to another by means of one or more of its ports is called a service provider

	service user
	an entity that uses a service that is provided by another entity by means of one or more of its ports

	three-phase operation
	an operation that requires the performer to return to the invoker an initial acknowledgement of the acceptance of the invocation in addition to the report of the execution of the operation

	unconfirmed operation
	an operation for which the performer does not return a report of its outcome to the invoker





[bookmark: _Toc229127603][bookmark: _Toc229127897][bookmark: _Toc229128466][bookmark: _Ref227122959][bookmark: _Toc239398103]
Acronyms and Abbreviations


	ASN.1
	Abstract Syntax Notation One

	B
	Blocking (CSTS SFW operation)

	BDD
	Buffered Data Delivery (CSTS SFW procedure)

	CLTU
	Communications Link Transmission Unit

	COP
	Command Operations Procedure

	CSTS
	Cross Support Transfer Service

	CSTS SFW
	CSTS Specification Framework

	FSP
	Forward Space Packet (SLE service)

	HRAF
	Hypothetical RAF service (see annex C)

	IEC
	International Electrotechnical Commission

	IP
	Internet Protocol

	ISO
	International Organization for Standardization

	ISP1
	Internet SLE Protocol One

	NB
	Non-Blocking (CSTS SFW Operation)

	PDU
	protocol data unit

	RAF
	Return All Frames (SLE service)

	RCF
	Return Channel Frames (SLE service)

	ROCF
	Return Operational Control Fields (SLE service)

	RSLD
	Return Space Link Data

	SF
	Stateful (CSTS SFW procedure)

	SL
	Stateless (CSTS SFW procedure)

	SLE
	Space Link Extension

	TC
	Telecommand

	TCP
	Transmission Control Protocol

	TM
	Telemetry

	TT&C
	Telemetry, Tracking and Command


ASN.1	Abstract Syntax Notation One
B	Blocking (CSTSFW Operation)
BDD	Buffered Data Delivery
BER	Basic Encoding Rules (for ASN.1)
CLTU	Communications Link Transmission Unit
COP	Command Operations Procedure
CSTS	Cross Support Transfer Service
CSTSFW	CSTS Framework
FSP	Forward Space Packet
HRAF	Hypothetical RAF service (see ANNEX C)
IEC	International Electrotechnical Commission
IP	Internet Protocol
ISO	International Organization for Standardization
ISP1	Internet SLE Protocol One
NB	Non-Blocking (CSTSFW Operation)
OP	Operation (CSTSFW)
PDU	Protocol Data Unit
PRC	Procedure (CSTSFW)
RAF	Return All Frames
RCF	Return Channel Frames
ROCF	Return Operational Control Fields
RSLD	Return Space Link Data
SF	Stateful (CSTSFW Procedure)
SL	Stateless (CSTSFW Procedure)
SLE	Space Link Extension
TC	Telecommand
TCP	Transmission Control Protocol
TM	Telemetry
TT&C	Telemetry, Tracking and Command

[bookmark: _Toc229127605][bookmark: _Toc229127899][bookmark: _Toc229128468][bookmark: _Ref230233663][bookmark: _Toc239398104][bookmark: _Ref226525213]
Outline of CSTS Specification Examples 
[bookmark: _Toc489452906]Introduction
This Aannex outlines examples for specification of Cross Support Transfer Services in order to illustrate how the CSTS Specification Framework (reference [1][1]) and the Guidelines for Specification of CSTSes (reference [2]) can be applied and to demonstrate that they lead to smaller specifications that are easier to develop and to review.  The examples addressed include
a) Tthe Monitored Data Cross Support Transfer Service (reference [9]), which is composed completely of common procedures defined in the CSTS Specification Framework;
b) A hypothetical Return All Frames CSTS, i.e. the SLE RAF service re-specified based on the CSTS Specification Framework in order to illustrate use of an abstract service and derivation from an existing CSTS.
The examples in this Aannex are only outlined to show the essentials and the presentation clearly does not conform to the documentation rules set forth in the Guidelines for Specification of CSTSes (reference [2]).  For a CSTS specification that conforms to the Guidelinesreference [2], the reader is asked to refer to reference [9].
[bookmark: _Ref230231487][bookmark: _Toc489452907]Monitored Data CSTS
The Monitored Data Cross Support Transfer Service is a real CSTS specified in reference [9].  It allows a spaceflight mission to receive cyclic reports on, and optionally to query the current values of, parameters that are pertinent to Cross Support Services being provided by a Cross Support Complex.  The Monitored Data service also allows a spaceflight mission to optionally receive notifications of the occurrence of events of interest associated with the services that are being provided by a Cross Support Complex.  For this purpose the service uses the following procedures defined in the CSTS Specification Framework:
a) the Association Control procedure to establish and release the association between the service user and the service provider;
b) the On-Change-Option Cyclic Report procedure derived from the CSTS SFW Cyclic Report procedure for periodic or on-change delivery of monitored parameter values;
c) the refined Information Query procedure to allow the service user to query the values of monitored parameters; and
d) the refined Notification procedure to notify events to the service user.
Table C‑1C‑1 copied from reference [9] shows how the service is composed in accordance with the requirements set forth in the Guidelines for Specifications of CSTSes (reference [2]):
The first row ("Procedure") identifies the procedure types used; in this row the table also specifies that an instance of the On-Change-Option Cyclic Report procedure shall be the prime procedure instance.
[bookmark: _Toc489452922][bookmark: T_Composition_of_the_Monitoring_Data_CST]Table C‑1	:  Composition of the Monitored Data CSTS
	Procedure
	Association Control
	On-Change-Option Cyclic Report [P]
	Information Query
	Notification

	Version
	-
	-1
	-1
	-1

	No. of Instances
	1..1
	1..*
	0..1
	0..*

	Specification Approach
	adopted
	refined-and-extendedadopted
	adoptedrefined
	adoptedrefined

	Source
	CSTS SFW  [1][1]:
Association Control
	CSTS SFW  [1][1]:
Cyclic Report
	CSTS SFW [1] [1]:
Information Query
	CSTS SFW [1] [1]:
Notification


The second row ("Version") identifies the versions of the procedure specifications. In this case the Association Control procedure y are allis the same as the versions of the adopted procedures and therefore areis denoted by “-”. All extended and/or refined procedures have the version number ‘1’.
The third row ("No. of Instances") identifies how many instances of the applicable procedure type can be used in a service instance by specifying the minimum number and the maximum number of instances:
a) one and only one instance of the Association Control Instance may be used as mandated by the Guidelines for Specification of CSTSes;
b) at least one instance of the On-Change-Option Cyclic Report procedure must be present and this would then also be the prime procedure instance.  However, the service user and service provider may agree to use more than one instance in order to allow cyclic monitoring of different sets of monitored parameters concurrently and independently; 
c) both the Information Query and the Notification Pprocedures are optional because the minimum number of instances is specified as zero.  If used, there shall only be a single instance of the Information Query procedure, whereas a service instance might make use of multiple Notification procedures to notify multiple sets of events concurrently and independently. 
The actual number of instances of On-Change-Option Cyclic Report, Notification, and Information Query procedures for any given instance of the Monitored Data CSTS must be fixed by sService mManagement for a service instance.
The fourth row ("Specification Approach") says either that alla procedures areis adopted from the source specification without modification or that it is derived from the source specification by extension, refinement or both. ; if new procedures were defined, this row would indicate "derived" for the applicable procedure.
The fifth and last row ("Source") identifies the procedure specification that is adopted or from which the applicable procedure is derived.  In case of the Monitored Data CSTS, the rows four and five specify that the service is composed exclusively from unmodified procedures defined in the CSTS framework.
The Recommended Standard for the Monitored Data CSTS provides extensive specifications of how monitored parameters shall be defined and agreed, but the actual service provision requirements are presented on two pages.  This fact clearly shows that the goal of reducing the size of CSTS specifications has been achieved.
[bookmark: _Toc230236303][bookmark: _Toc230263533][bookmark: _Toc230265332][bookmark: _Toc489452909]Hypothetical Return All Frames CSTS
[bookmark: _Toc153769229][bookmark: _Toc153769231][bookmark: _Toc153769234][bookmark: _Toc153769235][bookmark: _Toc153769236][bookmark: _Toc153769237]Introduction
This Appendixsubsection outlines how an existing SLE return link service, the Return All Frames (RAF) service (reference [10][10]) could be re-specified using the CSTS Specification Framework.  At the time of writing, CCSDS has no plans to re-specify any of the existing SLE services as Cross Support Transfer Services based on the CSTS Specification Framework and therefore the approach outlined here is purely hypothetical.  In order to avoid any confusion with the SLE RAF Recommended Standard, this example uses the abbreviation HRAF for Hypothetical RAF.
Because all SLE Return services share a number of common specifications and concepts, this example specifies a Return Space Link Data (RSLD) CSTS to capture those communalities in a manner that the specifications can be reused in any derived return link service.  The RSLD- CSTS contains incomplete specifications and is not intended for implementation; it is therefore an abstract service (see 10.6).  In particular, the RSLD- CSTS does not specify the data that are transferred from the service provider to the service user.  The Hypothetical RAF service is then derived from the RSLD- CSTS.  Using the same approach it would also be possible to derive hypothetical CSTS specifications for the SLE services RCF, ROCF, and others, and that would justify development of an additional abstract service specification.
The outline description of the RSLD- CSTS and the HRAF -CSTS in the following section focuses on specification of Cross Support sService provision in order to demonstrate how the CSTS Specification Framework can be used.  A real specification must of course also address Cross Support Serviceservice production and define how the service fits into the overall cCross sSupport rReference mModel.  Moreover, the description in the following sections strives to keep as close to the original SLE RAF specification as possible, without consideration whether or not that would technically be the best approach.
NOTE	–		–	The following sections make use of service composition tables, the contents of which has been explained in C2.
Abstract Return Space Link Data CSTS
Purpose
The purpose of the Return Space Link Data CSTS is to capture common specifications for all services that deal with delivery of space link data units received from the space link to a service user.  The RSLD- CSTS is an abstract service that needs to be specialized by a derived service before the specification can be implemented.
Service Composition
The composition of the RSLD- CSTS is shown in table C‑2C‑2.  An instance of the RSLD service includes:
a) one instance of Association Control Pprocedure adopted from the CSTS Specification Framework without modification;
b) one instance of a new RSLD Delivery procedure derived from the Buffered Data Delivery (BDD) procedure defined in the CSTS Specification Framework for the delivery of Return Space Link Data from the service provider to the service user;
c) one instance of a new RSLD Status Report procedure derived from the Cyclic Report procedure defined in the CSTS Specification Framework for cyclic reporting of service status parameters to the service user; and
d) one instance of a new RSLD Configuration Query procedure derived from the Information Query procedure in the CSTS Specification Framework, by which the service user can retrieve the current values of one or more configuration parameters.
[bookmark: _Toc489452923][bookmark: T_Composition_of_the_Return_Space_Link_C]Table C‑2	:  Composition of the Return Space Link Data CSTS
	Procedure
	Association Control
	RSLD:
Delivery [P]
	RSLD:
Status Report
	RSLD:
Configuration Query

	Version
	-
	1
	1
	1

	No. of Instances
	1..1
	1..1
	1..1
	1..1

	Specification Approach
	adopted
	derivedextended-and-refined
	derivedrefined
	Derivedrefined

	Source
	CSTS SFW [1][1]: 
Association Control
	CSTS SFW [1][1]:
Buffered Data Delivery
	CSTS SFW [1][1]:
Cyclic Report
	CSTS SFW [1][1]:
Information Query


RSDL Delivery Procedure
The purpose of the RSDL Delivery procedure is to transfer return space link data (e.g. telemetry frames or operational control fields extracted from telemetry frames) from the service provider to the service user.  Through its derivation from the Buffered Data Delivery procedure, it supports the real-time delivery mode and the complete delivery mode as well as reporting of events synchronized with the data transfer.
The RSDL Delivery procedure does not add new operations to the Buffered Data Delivery procedure and does not extend the behavior of the Buffered Data Delivery procedure but it does extend the operations and narrows the semantics of inherited parameters.  The operations of the procedure are identified in table C‑3C‑3, which conforms to documentation requirements in reference [2].
[bookmark: _Toc489452924][bookmark: T_RSLD_Delivery_Required_Operations]Table C‑3	:  RSLD Delivery Required Operations
	Operation
	Source
	Extended
	Refined
	Procedure 
Blocking/Non-Blocking

	START
	BDD
	N
	Y
	Blocking

	STOP
	BDD
	N
	N
	Blocking

	TRANSFER-DATA
	BDD
	Y
	Y
	Non Blocking

	NOTIFY
	BDD
	Y
	N
	Non Blocking



START Operation
[bookmark: _Ref140642236]The meaning of the inherited parameters start-generation-time and stop-generation-time are refined to refer to the earth receive time of the frame from which a space data unit delivered by a derived service is extracted.
TRANSFER-DATA Operation
The meaning of the inherited parameter generation-time is refined to refer to the earth receive time of the frame from which the space data unit delivered by the TRANSFER-DATA invocation is extracted.
Furthermore, the RSLD specification extends the TRANSFER-DATA operation by the parameters identified table C‑4C‑4.  For the meaning of the parameters see reference [10] [10].
[bookmark: _Toc489452925][bookmark: T_RSLD_Delivery_TRANSFER_DATA_Extension_]Table C‑4	:  RSLD Delivery TRANSFER-DATA Extension Parameters
	Extension Parameters
	Invocation

	antenna-id
	M

	data-link-continuity
	M

	private-annotation
	M


The RSLD specification leaves the data parameter of the TRANSFER-DATA operation undefined and delegates its specification to derived services.
NOTIFY Operation
The RSLD specification adds the new notification type ‘loss of frame synchronization’ and specifies that the following information shall be included in the notification that reports this event (see reference [10] [10]):
a) the UTC time when the frame synchronizer transitioned from ‘in-lock’ to ‘out-of-lock’;
b) the current status of the carrier demodulation process, which shall be ‘in-lock’, ‘out-of-lock’ or ‘unknown’;
c) the current status of the subcarrier demodulation process, which shall be ‘in-lock’, ‘out-of-lock’, ‘not in use’ or ‘unknown’;
d) the current status of the symbol synchronization process, which shall be ‘in-lock’, ‘out-of-lock’ or ‘unknown’.
This new notification shall be delivered synchronously and may be discarded together with data in the real-time delivery mode in the same way as the notifications inherited from the Buffered Data Delivery procedure.
RSLD Status Report Procedure
The RSLD Status Report procedure is derived from the Cyclic Report procedure and used to report to the service user the current values of a set of parameters that present the status of Cross Support sService production and provision.  The RSLD specification does not extend or refine any operations and adopts the behavior specification unmodified.  It does however define the parameters that can be included into the status report and therefore the RSLD Status Report procedure is a derivation of the Cyclic Report procedure.
The RSLD specification identifies the following status parameters that can be included in the report (for the meaning of these parameters see [10] reference [10]) including the name and the data type specifications as required by the Cyclic Report procedure:.
a) production-status (named integer supporting the values ‘configured’, ‘operational’, ‘interrupted’, ‘halted’);
b) number-of-data units-delivered (unsigned integer);
c) frame-sync-lock-status (named integer supporting the values ‘in lock’, ‘out of lock’, ‘unknown’);
d) symbol-sync-lock-status (named integer supporting the values ‘in lock’, ‘out of lock’, ‘unknown’);
e) subcarrier-lock-status (named integer supporting the values ‘in lock’, ‘out of lock’, ‘not in use’, ‘unknown’);
f) carrier-lock-status (named integer supporting the values ‘in lock’, ‘out of lock’, ‘unknown’).
Enumerated values are represented as “named integers” rather than using the simple built-in ASN.1 type ENUMERATED because the latter is not extensible. More details on this topic may be found in F3 of the CSTS Specification Framework.
The RSLD specification additionally states that derived services may extend the list of status parameters.
RSLD Configuration Query Procedure
The RSLD Configuration Query procedure is derived from the Information Query procedure and may be used by the service user to query the current value of one or more "gettable" parameters.  The RSLD specification does not extend or refine any operations and adopts the behavior specification unmodified.  It does however define the parameters that can be queried and therefore the RSLD Configuration Query procedure is a derivation of the Cyclic Report procedure.
The RSLD specification identifies the following parameters that can be queried (for the meaning of these parameters see [10] reference [10]) including the name and the data type specifications as required by the Information Query procedure.
a) delivery-mode (named integer supporting the values ‘real-time’, and ‘complete’);
b) latency- limit (unsigned integer);
c) reporting- cycle (unsigned integer);
d) return-timeout-period (unsigned integer);
e) transfer-buffer-size (unsigned integer).
The RSLD specification additionally states that derived services may extend the list of parameters that may be queried.
Hypothetical Return All Frames CSTS
Purpose
The HRAF service is a Cross Support Transfer Service based on the CSTS Specification Framework that delivers to a mission user all telemetry frames from one space link physical channel.
Service Composition
The HRAF service is derived from the Return Space Link Data CSTS and as such inherits all procedures included in the RSLD- CSTS.  The HRAF specification does not add any procedures to the set defined by the RSLD specification.  The resulting service composition is shown in table C‑5C‑5. In this table, “[55]” is assumed to be the reference of the hypothetical RSLD- CSTS Specification.
[bookmark: _Toc489452926][bookmark: T_Composition_of_the_Hypothetical_Return]Table C‑5	:  Composition of the Hypothetical Return All Frames CSTS
	Procedure
	Association Control
	HRAF:
Delivery [P]
	HRAF:
Status Report
	HRAF:
Configuration Query

	Version
	-
	1
	1
	1

	No. of Instances
	1..1
	1..1
	1..1
	1..1

	Specification Approach
	adopted
	derivedextended
	derivedextended
	derivedextended

	Source
	RSLD [55]CSTS SFW [1]:
Association Control
	RSLD [55]:
Delivery
	RSLD [55]:
Status Report
	RSLD [55]:
Configuration Query



An instance of the RSLD service includes:
a) one instance of Association Control Pprocedure adopted without modification;
b) one instance of a new HRAF Delivery procedure derived from the RSLD Delivery procedure for the delivery of frames from the service provider to the service user;
c) one instance of a new RSLD Status Report procedure derived from the RSLD Status Report procedure; and
d) one instance of a new HRAF Configuration Query procedure derived from the RSLD Configuration Query procedure.
HRAF Delivery Procedure
The purpose of the HRAF Delivery procedure is to transfer frames received from the space link from the service provider to the service user.  Through its derivation from the RSLD Delivery procedure it inherits basic selection criteria (start and stop earth receive time), real-time and complete delivery modes, and reporting of events synchronously with data transfer.
What must be added to provide the same service as the SLE RAF service is: 
a) detailed specification of the data to be transferred;
b) selection of the frame quality in the START operation; and
c) reporting of the delivered frame quality in the TRANSFER-DATA operation.
The operations used by the procedure and their inheritance are shown in table C‑6C‑6.  As can be seen from the table, the list of reported events is the same as defined by the RSDL- CSTS and the NOTIFY operation can therefore be adopted unmodified.
[bookmark: _Toc489452927][bookmark: T_HRAF_Delivey_Required_Operations]Table C‑6	:  HRAF Delivery Required Operations
	Operation
	Source
	Extended
	Refined
	Procedure 
Blocking/Non-Blocking

	START
	RSLD
	Y
	N
	Blocking

	STOP
	RSLD
	N
	N
	Blocking

	TRANSFER-DATA
	RSLD
	Y
	YN
	Non Blocking

	NOTIFY
	RSLD
	N
	N
	Non Blocking



START Operation
The HRAF specification extends the START operation as shown in table C‑7C‑7.
[bookmark: _Toc489452928][bookmark: T_HRAF_Delivey_START_Extension_Parameter]Table C‑7	:  HRAF Delivery START Extension Parameters
	Extension Parameters
	Invocation

	requested-frame-quality
	M


As specified in [10] reference [10], the parameter requested-frame-quality allows the service user to request all frames, only good frames, or only erred frames.
TRANSFER-DATA Operation
The inherited parameter data is extended to specify the content of the data parameter. It varies  depending on the applicable coding scheme and on the frame quality. 
Furthermore, the HRAF specification extends the TRANSFER-DATA operation as shown in table C‑8C‑8.
[bookmark: _Toc489452929][bookmark: T_HRAF_Delivey_TRANSFER_DATA_Extension_P]Table C‑8	:  HRAF Delivery TRANSFER-DATA Extension Parameters
	Extension Parameters
	Invocation

	delivered-frame-quality
	M


The parameter delivered-frame-quality identifies the quality of the delivered frame as ‘good’, ‘erred’, or ‘undetermined’.
SLE Reference
The HRAF Delivery procedure corresponds to the combination of the RAF operations RAF-START, RAF-STOP, RAF-TRANSFER-DATA, and RAF-SYNC-NOTIFY.  The HRAF service based on the CSTS Specification Framework differs from the original SLE RAF service in that the complete online delivery mode and the offline delivery mode have been combined into a single complete delivery mode.  The timely online delivery mode has been renamed "real-time" delivery mode, but its specification is the same as in reference [10] [10].
HRAF Status Report Procedure
The only modification of the inherited RSLD Status Report procedure is the addition of the parameter "number- of -error- free- frames- delivered" to the set of parameters that can be included in the status report.
SLE Reference
The HRAF Status Report procedure corresponds to the combination of the SLE RAF operations RAF-SCHEDULE-STATUS-REPORT and RAF-STATUS-REPORT.  RAF-SCHEDULE-STATUS-REPORT has been replaced by the START and STOP operations.  The option to request only one report has been discarded; the service user will have to explicitly STOP reporting after the first report.
In contrast to the specification in reference [10][10], the service user can specify the parameters that shall be included in the report.  The same approach as in reference [10][10] can be achieved by leaving the selection empty and defining the complete list of parameters as the "default list" for the service.
HRAF Configuration Query Procedure
The only modification of the inherited RSLD Configuration Query procedure is the addition of the parameter "requested-frame-quality" to the set of parameters that can be queried.
SLE Reference
The HRAF Configuration Query procedure corresponds to the SLE RAF operation RAF-GET-PARAMETER.  The service user may specify one or more parameters in the invocation, whereas reference [10][10] only allows querying a single parameter at a time.
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