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[bookmark: _Toc457483647][bookmark: _Toc202697114][bookmark: _Toc203296681][bookmark: _Toc203296891]INTRODUCTION
[bookmark: _Toc457483648]Scope
This document constitutes Interagency Operations Advisory Group (IOAG) Service Catalog #3, complementing IOAG Service Catalog #1 [IC1] and IOAG Service Catalog #2 [IC2]. It identifies application-level Mission Operations (MO) services that should be provided by the IOAG member agencies contributing to the global interoperability of mission operations control centers.
IOAG Service Catalog #1 services are limited to the provision of space communication and tracking capabilities for interaction between a spacecraft control center and a spacecraft directly reachable via a ground tracking asset. IOAG Service Catalog #2 defines services for in-space relay and networked cross-support scenarios. Catalog #3 addresses the services relevant to teams in operations control rooms and may be used in conjunction with or independently from Catalogs #1 and #2.
MO services are at the application level (International Organization for Standardization [ISO] stack), and directly concern operational teams on the ground and may extend to application-layer software/hardware systems onboard (and crew in manned systems). As such, the operational environment in which MO services are used is highly variable and reflects various degrees of interoperability between agencies’ systems and operations, depending on the needs of the different programs. Service Catalog #3 thus does not cover the full scope of MO services that could be defined in a single multi-agency program, let alone across multiple programs. Rather, it aims at defining a minimum common set of services, which could be used by most programs where interoperability is a key factor.
In this current version, Service Catalog #3 addresses only the MO services between ground segments of participating agencies. Space-to-ground and space-to-space services between agencies are not addressed. The definition of such services at the application level would require analysis by onboard systems architects and a better understanding of future programs such as solar system exploration missions (Moon, Mars and beyond).
IOAG Service Catalog #3 also provides guidance to the Consultative Committee for Space Data Systems (CCSDS) Mission Operations and Information Management Services (MOIMS) Area regarding service gaps and priorities to be addressed. 
[bookmark: _Toc457483649]Definitions
Note that the definitions of certain terms such as “service” are slightly different than those found in Service Catalog #1 and Service Catalog # 2. The primary reason for this difference is because MO services deal with the application layer and direct users of these services may involve not only other systems, but people on operations teams.
System	Comment by Peter Shames: From RASDS, CCSDS 311.0-M-1
A system is a set of elements (people, products [hardware and software], facilities, equipment, material, and processes [automated as well as manual procedures]) that are related and whose behavior satisfies customer and/or operational needs. Every system has an architecture and includes a selected set of entities, even if the architecture is not clearly described. 

Service
A service is a provision of an exposed system interface to support actions of another system or mission operations team. A service is described by service interface and protocols, the service PDUs, and the behaviors of the set of operations that can be invoked and performed through the service interface. Service specifications define the external interfaces and behavior of a system, but do not define the implementation.	Comment by Peter Shames: To the extent that people are part of a system, the use of the term system already includes them.
 
Service Interface
An interface is a set of interactions provided by a system for participation with another system or mission operations team for some purpose, along with constraints on how those interactions can occur. A service interface is an external interface where the behavior of an object is exposed.
Service Provider 
A system that offers a service to another system or mission operations team by means of one of its interfaces is called a service provider (provider).
Service User or Consumer
A system or mission operations team that uses a service provided by another system is called a service user (user or consumer). At the application level, any given system or an actual person may be a provider of some services and a consumer of others.
[bookmark: _Toc457483650]Services for Interoperability
The services described in this catalog are a set of standard service types that support inter-Agency mission operations interoperability. Individual services may apply to some missions and not others and some missions may select alternative approaches to meeting their data exchange requirements. The individual service types as defined are distinguished from one another by the functions provided, level of processing involved, and/or the type(s) of source data. A service provision interface might be exposed to the user entity in the form of an Application Programming Interface (API).	Comment by Peter Shames: Please be careful here.  An API does not provide interoperability, it is just a programming convenience, a useful one, but just a convenience.
Figure 1‑1 describes an example “service provider–service consumer” relationship in the service paradigm. In this ABA configuration the service interface is exposed on the ground between the service user and the service provider. The ABA configuration is typical of a payload of Agency A, using a platform of Agency B. In that case, the control center of the payload (of Agency A) is connected to the control center of Agency B (which usually owns the space-to-ground link). 	Comment by Peter Shames: Where is ABA defined?  Shouldn’t there be a reference to CCSDS 901.1-M-1, SCCS-ARD, where these terms are formally defined?

[image: ]
[bookmark: _Ref457477848]Figure 1‑1 ABA Configuration	Comment by Peter Shames: This is VERY different from the ABA configurations defined elsewhere, either in CCSDS or in other IOAG docs.  In fact, it looks like some sort of aBBAA configuration, where the first “a” is just an instrument hosted inside another platform.  Also, the Svc Cat #3 interface seems to correlate directly with the usual SLE interface and not with an application layer interface.  Or is SLE and Svc Cat #1 somewhere else on this diagram, and hidden?
Different programs use varying topologies of control/user centers belonging to the various agencies involved. Typically, most large programs will be organized around a central entity (e.g., Mars Exploration/National Aeronautics and Space Administration [NASA] Jet Propulsion Laboratory), like the ABCD configuration depicted in Figure 1‑2, with multiple control or user centers connected to the central entity. However, programs with a more meshed topology also exist.
The notion of service embraces the complete task in a systems sense. It typically involves end-to-end support using a combination of software components, computing and communications hardware, personnel and the procedures they follow, as well as facilities. Furthermore, the service is also the "whole job" in the lifecycle sense. A service accepts one or more requests and returns one or more responses through a well-defined, set of standard service interfaces. Services are specified from the user's point of view, i.e., in terms of the behavior exposed at the service interface offered by the service provider. Therefore, a service is solely specified in terms of its behavior, functionality, protocol stack, interfaces, and performance without prescribing a particular implementation.	Comment by Peter Shames: This sounds like the RASDS definition provided earlier.  Should be formalized.
[image: ]
[bookmark: _Ref457477942]Figure 1‑2 ABCD Configuration
At the application level and between ground segment entities, the services have a number of characteristics: 
· They are varied (telemetry, command, planning, navigation, product exchange, etc.) and historically many implementations exist for similar exchanges.	Comment by Peter Shames: These are all covered by existing CCSDS SLE services, but these seem to be absent in these diagrams or in the discussion to date.  It almost seems that IOAG Svc Cat #1 and #2 have been ignored.
· They have evolved with software technology and hence, most of the time, services used have different legacies even within an individual program.
· Security is a key consideration.
· The needs of control and user centers are similar. 	Comment by Peter Shames: Really?  An instrument control center has the same needs as the center that controls the spacecraft?
Some of the services invoked between control centers are best covered with information technology standards where standardization by the CCSDS is not warranted. For example, this is the case for shared information portals covering operations products or the ability to access a command and telemetry system from a remote location using RDT (remote desktop).


[bookmark: _Toc457483651]Reference Documents
CCSDS documents are available at http://www.ccsds.org. 
[bookmark: _Toc457483652]CCSDS STANDARDS	Comment by Peter Shames: I would recommend inclusion of CCSDS CSSM-ADD & ARD as well.  They provide the “story” of how all of these CCSDS parts provide the common TT&C services, using interoperable interfaces.

	[ADM]
	CCSDS 504.0-B-1 Attitude Data Messages. Blue Book.

	[ASDLP]
	CCSDS 732.0-B-3 AOS Space Data Link Protocol. Blue Book.	Comment by Peter Shames: Why not also TM &TC, C&S?

	[CDM]
	CCSDS 508.0-B-1 Conjunction Data Message. Blue Book.

	[COM]
	CCSDS 521.1-B-1 Mission Operations Common Object Model. Blue Book.

	[DPDS]
	CCSDS 522.2 Mission Operations - Mission Data Product Distribution Services—Blue Book. TBW

	[MAL]
	CCSDS 521.0-B-2 Mission Operations Message Abstraction Layer. Blue Book.

	[MCS]
	CCSDS 522.1-R-3 Mission Operations Monitor & Control Services—Magenta Book. (in review)

	[ODM]
	CCSDS 502.0-B-2 Orbit Data Messages. Blue Book.

	[SPP]
	CCSDS 133.0-B-1 Space Packet Protocol. Blue Book.	Comment by Peter Shames: Encap?

	[TCF]
	CCSDS 301.0-B-4 Time Code Formats. Blue Book.

	[TDM]
	CCSDS 503.0-B-1 Tracking Data Message. Blue Book.	Comment by Peter Shames: NDM XML?

	[XNDM]
	CCSDS 505.0-B-1 XML Specification for Navigation Data Messages. Blue Book.

	[XTCE]
	CCSDS 660.0-B-1 XML Telemetric and Command Exchange. Blue Book.

	
	


[bookmark: _Toc457483653]IOAG DOCUMENTS

	[IC1]
	IOAG Service Catalog #1, Issue 1.4, 04 March 2010, Approved 18 June 2013. https://www.ioag.org/Public%20Documents/IOAG%20Service%20Catalog%20One.v1.4-Approved.pdf

	[IC2]
	IOAG Service Catalog #2, Issue 1.1, 18 June 2013, Approved 18 June 2013. https://www.ioag.org/Public%20Documents/IOAG%20Service%20Catalog%20Two.v1.1-Approved.pdf

	
	




[bookmark: _Toc457483654]Acronyms
	acks
	Acknowledgments

	AOS
	Advanced Orbiting Systems

	API
	Application Programming Interface

	APID
	Application Process Identifier

	CADU
	Channel Access Data Unit

	CCSDS
	Consultative Committee for Space Data Systems

	DaSS
	Data Service Subsystem

	EDSS
	EGOS Data Distribution System

	EGOS
	ESOC Ground Operations Software

	ESOC
	European Space Operations Centre

	FTP
	File Transfer Protocol

	ID
	Identifier

	IOAG
	Interagency Operations Advisory Group

	ISO
	International Organization for Standardization

	ISP-X
	Information Sharing Protocol-External Interface

	M&C
	Monitor and Control

	MAL
	Message Abstraction Layer

	MCS
	Monitor & Control Services

	MO
	Mission Operations

	MOIMS
	Mission Operations and Information Management Services

	MOSSG
	Mission Operations Systems Strategy Group

	NASA
	National Aeronautics and Space Administration

	NTP
	Network Time Protocol

	RDT
	Remote desktop

	SM&C
	Spacecraft Monitor & Control

	TBC
	To be confirmed

	TBW
	To Be Written

	TC
	TeleCommand

	TM
	Telemetry

	TM/TC
	Telemetry/TeleCommand

	VCID
	Virtual channel identifier

	VPN
	Virtual private network

	XML
	Extensible Markup Language (XML) 

	XTCE
	XML Telemetric and Command Exchange



[bookmark: _Toc457483655]SCOPE OF CATALOG #3
[bookmark: _Toc457483656]Overview
Figure 2‑1 shows the context of Catalog #3 services compared to the services described in Catalogs #1 and #2. The following should be noted:
· Catalog #3 services are not necessarily dependent on Catalog #1 and #2 services. Indeed, interactions at the application level can use other network standards, in particular between ground segment entities.
· Some of the Catalog #3 services should be compatible with Catalog #1 and #2 services (in particular Telemetry/Telecommand [TM/TC] related services).	Comment by Peter Shames: Also AOS, radiometric, SLE, CSTS, etc.
· Interoperability at the application level may rely on more than Catalog #3 services.  	Comment by Peter Shames: What does this mean?  Is it a reference to “other network standards”, like TCP/IP?  If so, state it.
· Unlike Catalog #2, which responds to a common vision of space network resources to be shared between agencies, Catalog #3 is driven by shorter-term goals and aims at defining a minimum set of services between agencies in support of interoperability. 	Comment by Peter Shames: Just as you get no web browsers without the Internet (TCP/IP and all the other “plumbing”), you get no application services without some agreed comm fabric.  Building “networked and distributed” application services without a network seems like a recipe for disaster and can only lead to a bunch of ill-fitting point solutions.
[image: ]
[bookmark: _Ref449627042]Figure 2‑1 IOAG Service Catalogs

Figure 2 2 shows the MO services in the context of Mission Operations Interoperability. The Interoperability Framework identifies the underlying exchange capabilities and services, including the very essential feature that agencies must be networked to promote interoperability. 
Interoperability at the application level does not rely only on the definition of mission operations services. In fact, Figure 2‑2 identifies Supporting Capabilities, in addition to Service Catalog #1 and Service Catalog #2.
[image: ]
[bookmark: _Ref457483608]Figure 2‑2 Mission Operations Interoperability	Comment by Peter Shames: This shows “Network Transport” in chap 4.7 separate from IOAG Cat 2 which is all about tat topic.  How do these relate?  What is the meaninh of those dark grey “Heading” boxes?  How are they relevant to interoperability?
Supporting Capabilities (see Table 2‑1) identify a number of techniques or means essential to interoperability from an operations point of view. These Supporting Capabilities are the current practice today, but are not planned for standardization by the CCSDS MOIMS Group.	Comment by Peter Shames: Is this just MOIMS or does it include SOIS as well, at least in the future?  
[bookmark: _Ref450050949]Table 2‑1. Supporting Capabilities
	Supporting Capabilities
	Likelihood of Use
	Comments

	Remote Access
	Medium
	For single-user access of Agency A to Agency B facility, based on commercial standards 
Many commercial services available

	Shared Data Portal
	High
	For flight rules, procedures, and other operations products. Not in scope of CCSDS
Many commercial services available

	Voice Loops
	High
	Many commercial services available

	Video Channels
	High
	Many commercial services available



In addition to the MO services covered in Service Catalog #3, a mission may take advantage of space-to-ground and mission-specific services. 
Other additional services that could be the subject of future analysis include:
· Inventory management
· Medical data services
· Space situational awareness services
· Goal-oriented scheduling
· Data archive ingestion services
· Telerobotics services 
[bookmark: _Toc457483657]CATALOG #3 SERVICES
Figure 2‑2 depicts the following IOAG service groups that are relevant to IOAG Service Catalog #3. Each service group includes several service types:
· The Telemetry Services group, which provides telemetry data of various kind to users
· The Command Services group, which allows commanding though a service provider
· The Data Access Services group, which allows access to data stored by a service provider
· The Planning and Scheduling Services group
· The Navigation Services group, which provides navigation requests and data mechanisms
· The Support Services group, which includes generic services such as Alerts and Data Definition services
Service Catalog #3 also defines an Interoperability Framework, as opposed to the Service Management Framework defined in Service Catalog #2. Although the Interoperability Framework does not provide application-level services (also called functional services) it is nevertheless essential to the proper functioning of those services. The Interoperability Framework is composed of Common Core Services such as login, directory, configuration, interaction services, and of Implementation Templates, which address the network layer, the transport layer, and language bindings (language implementations).
Catalog #3 MO services groups are largely independent of one another and are provided mostly on a peer-to-peer basis. They do not require the overall, global management of a common resource like the Solar System Internetwork in Service Catalog #2. Thus, a global Service Management Framework is not required a priori. Service management is required for MO services, however, and is supported via the Interoperability Framework.   	Comment by Peter Shames: This is a bit of hyperbole.  If I read it correctly, the Cat #3 “global service management framework” is required and it is called the “Interoperability Framework”.  In the absence of that “framework” of services and protocols there is no interoperability.
The services defined in Catalog #3 are summarized in Table 3‑1 below. 
Somewhere in here there should be a clear statement about how these services are dependent upon:
1) The CCSDS link & TT&C processing services
2) The CCSDS SLE services and SM services
3) The terrestrial Internet and related services (http, web, XML, etc)
[bookmark: _Ref449627091]Table 3‑1 Services Defined in Service Catalog #3
	Service Identifier (ID)
	Service Name
	Likelihood of Use
	IOAG Priority

	Telemetry-1
	Real-time Processed Parameter Service
	High
	3

	Telemetry-2
	Telemetry Packet Distribution Service
	Medium
	1

	Telemetry-3
	Bitstream Distribution Service
	Medium
	3

	Command-1
	Real-time Command Service
	High
	2

	Command-2
	Deferred-time Command Service
	High
	1

	Command-3
	Command History Distribution Service
	Medium
	2

	Data Access-1
	Mission Parameter Distribution Service
	High
	2

	Data Access-2
	Archive Retrieval Service
	High
	1

	Data Access-3
	Telemetry Replay Service
	Medium
	2

	Data Access-4
	Product Distribution Service (including science data)
	Medium
	2

	Planning-1
	Scheduling Service
	High
	1

	Planning-2
	Activity Request Service
	High
	1

	Navigation-1
	Navigation Data Service (flight dynamics)
	High
	1

	Support-1
	Alert and Broadcast Message Service
	High
	2

	Support-2
	Data Definitions Provision Service
	High
	1

	Support-3
	Time Provision Service
	High
	1



Each service is further characterized by a likelihood of use and a development priority.
· Likelihood of use characterizes the potential for use in multi-agency programs, given the experience of past and current programs where interoperability is a factor. Likelihood of use is ranked from High (high likelihood that the service will be used) to Low.  
· IOAG Priority is related to whether that service would benefit from standardization by the CCSDS. Priorities are defined in the following way:
· Priority 1 
· Standards or practices for core services that are currently in CCSDS development.
· Standards or practices for core services that will lead to significant operational and/or financial benefits.
· Standards for capabilities or services that will be committed to flight operations or tracking networks within four years with respect to the date of the IOAG meeting having agreed the corresponding priority levels.
· Priority 2 
· Standards or practices for core services that are essential for (or enablers for) Priority 1 standards, practices, or core services.
· Standards for capabilities or services that will be committed to flight operations or tracking networks within seven years.
· Priority 3: All others, including standards already developed.
Each service is described using a template (see Table 3‑2 below).
[bookmark: _Ref449627112]Table 3‑2 Service Description Template
	Service ID: Group
	Service Name: Group Names
	Comments

	Service Description
	A textual description of the service
	Proposed data format or data format to be developed

	Service Operations
	Includes the tasks that can be requested by the user or the provider 
	E.g.,
· Service request
· Service request status
· Service request modification

	Optional Subservices
	Details the processing or added value that is provided 
	E.g., command routing is a subservice of a command service 

	Information Objects
	Define the standard information objects that are the inouts and outputs of the service
	E.g. Nav data, MPS data, frames, packets, etc

	Common Core Services
	Defines the management sub- services required to enable proper functioning of the services, including the service access
	E.g., 
· Directory service
· Login service
· Configuration service
· Interaction service
· Replay control service
· Retrieval service
The management services are described in paragraph 4.7.1 below as Common Core Services

	Implementation Required by Service Consumer
	Defines the minimum implementation expected from a service consumer
	

	Desirable Service Characteristics
	Defines the set of service characteristics that would be desired from the proposed service
	

	Likelihood of Use
	Reflects the likelihood of use between agencies
	High, Medium, Low

	IOAG Priority
	Ranked priority of CCSDS effort towards standardization
	1, 2, or 3

	Standards
	Defines the applicable standard or states that the standard needs to be developed
	




[bookmark: _Toc221764932][bookmark: _Toc449606435][bookmark: _Toc457483658][bookmark: _Ref324245486][bookmark: _Toc206867117][bookmark: _Ref207272922][bookmark: _Ref207295333][bookmark: _Ref207713592]CATALOG #3 SERVICE GROUPS AND TYPES
The following sections describe in detail the following six service groups included in Catalog #3:
· Telemetry Services Group  
· Command Services Group   
· Data Access Services Group  
· Planning and Scheduling Services Group
· Navigation Services Group  
· Support Services Group  
The last section in this chapter describes the Interoperability Framework.
[bookmark: _Toc457483659]Telemetry Services Group
The Telemetry Services Group includes the services related to the provision in real time of telemetry data, either in the form of raw packets or in terms of calibrated and processed parameters (usually extracted from raw packets and processed).
[bookmark: _Toc457483660]REAL-TIME PROCESSED PARAMETER SERVICE
	Telemetry-1
	Real-time Processed Parameter Service
	Comments

	Service Description
	Parameters of relevance to Agency X Telemetry (TM) system are provided in real time by Agency Y TM system
	Data Format standard to be developed

	Service Operations
	· Start and stop operations
· Add/suppress/update operations on requests based on parameter IDs, aggregate IDs, time
· Parameter rate setting
	

	Optional Subservices
	· Statistics service on data
· Parameters monitoring status delivery (out of limit, unavailability, alarm status…)
	

	Common Core Services
	· Login service (ensure authenticated session)
· Directory service: automated reconnection in case of connectivity loss
· Configuration service: for support to parameter ID or aggregate ID selection, to get monitoring, out of limit, and unavailability definitions
	

	Implementation Required by Service Consumer
	· Service API of Agency Y to be implemented 
· Provision of parameter dictionary by Agency Y
	

	Desirable Service Characteristics
	· Scalability in case of very large parameter requests
· Exchange mode (complete and in sequence or expedited)
	

	Likelihood of use
	High
	

	IOAG Priority
	3
	

	Standards
	Monitor and Control (M&C) parameter service of CCSDS 522.1-R-3 Mission Operations Monitor & Control Services [MCS]
	





[bookmark: _Toc457483661]TELEMETRY PACKET DISTRIBUTION SERVICE
	Telemetry-2
	Telemetry Packet Distribution Service
	Comments

	Service Description
	Reception of CCSDS raw telemetry packet from vehicle of Agency X by Agency Y, routing and transmission to Agency X
	Telemetry packet de-commutation by one agency on behalf of another is not considered a realistic option.
Data format specified in CCSDS 133.0-B-1 Space Packet Protocol [SPP]

	Service Operations
	· Start and stop operations, optionally deferred delivery 
· Add/suppress/update operations on requests based on Application Process Identifier (APID) and/or packet ID number
· Setting of packet rate (distribute every nth packet)
	Distribution can be done on a regular and automated basis or in response to a single request.
Setting of packet rate is only done in case of oversampling.

	Optional Subservices
	· Packet checksum check (for validating packet)
· Telemetry packet reception and transmission time tag
· Storage (archiving) of telemetry packets handled
	Time tags might be particularly relevant if telemetry packet was stored somewhere before reception by Agency Y.

	Common Core Services
	· Login service (ensure authenticated session)
· Directory service: automated reconnection in case of connectivity loss
· Configuration service: for support to APID, packet ID selection
	

	Implementation Required by Service Consumer
	Service API from Agency Y to be implemented in telemetry system of Agency X
	

	Desirable Service Characteristics
	Accountability of packet transmission, delay in routing/transmission
	

	Likelihood of use
	Medium
	

	IOAG Priority
	1
	

	Standards
	MOIMS Spacecraft Monitor & Control (SM&C) Working Group does not cover raw packet routing

	It would not be difficult to adapt the existing standard (i.e., CCSDS 522.1-R-3 Mission Operations Monitor & Control Services [MCS]) to include this option.



[bookmark: _Toc457483662]BITSTREAM DISTRIBUTION SERVICE
	Telemetry-3
	Bitstream Distribution Service
	Comments

	Service Description
	Bitstream (e.g., Channel Access Data Unit [CADU]s) produced by an Agency X asset is received, routed, and transmitted by Agency Y to an Agency X ground facility
	This service can be used for science, voice, video, telemetry data, etc.
Data Format is specified in CCSDS 732.0-B-3 AOS Space Data Link Protocol [ASDLP]

	Service Operations
	· Start and stop operations
· Add/suppress/update operations on requests based on virtual channel identifier (VCID) or other bitstream ID and time
	Distribution can be done on a regular and automated basis or in response to a single request

	Optional Subservices
	· Deferred delivery 
· Storage of bitstream of Agency X by Agency Y
· Reed-Solomon decoding 
· Accountability of bitstream reception and delivery
	Replay functions are addressed under support services (see section 4.3.3)

	Common Core Services
	Login
	Machine-to-machine digital certificates for authentication

	Implementation Required by Service Consumer
	· Agency Y has to perform front-end processing for bitstream extraction and VCID identification. 
· Service API of Agency Y to be implemented by Agency X
	

	Desirable Service Characteristics
	Scalability in case of very high rate (e.g., 600 Mbps)
	

	Likelihood of Use
	Medium
	

	IOAG Priority
	3
	

	Standards
	No available service standard yet
	



[bookmark: _Toc457483663]Command Services Group
The Command Services Group includes real-time services related to commanding and also a command history service (non-real-time). Although command history could be considered part of an archive service, command history provision is seen as an integral part of a commanding system, not as a function of an archive service.
[bookmark: _Toc457483664]REAL-TIME COMMAND SERVICE
	Command-1
	Real-time Command Service
	Comments

	Service Description
	CCSDS command packet or request sent from Agency X, received by Agency Y, routed and transmitted to Agency Y’s asset 
	Typically for PAYLOAD of Agency X on platform of Agency Y.

	Service Operations
	· Start and stop operations
· Request for sending command (raw packet or command mnemonic plus parameters)
	Data Format:
raw packet = CCSDS 133.0-B-1 Space Packet Protocol [SPP]
mnemonic+ parameters: format to be developed

	Optional Subservices
	· Packet checksum checked by Agency Y (for validating packet)
· Command identifier used by Agency X, checked by Agency Y
· Time authentication of command packet
· TeleCommand (TC) response/acknowledgments (acks) handling
· Storage (archiving) of TC packets handled
· Prioritization of commanding
	

	Common Core Services
	· Login service (ensure authenticated session of command sender)
· Directory service: automated reconnection in case of connectivity loss
· Interaction service: when needed, interaction service can be used to put an operator in the commanding loop
· Configuration service: for support to command packet command identifier selection or checking
	Digital certificate/ virtual private network (VPN)
Implementation of interaction service is largely dependent on context (messages, acks, alerts, request for confirmation, etc.) 

	Implementation Required by Service Consumer
	Service API from Agency Y to be implemented in TC system of Agency X
	Command identifier of Agency X should be known by Agency Y

	Desirable Service Characteristics
	Accountability of packet rejection, delay in routing/transmission
	

	Likelihood of Use
	High
	

	IOAG Priority
	2
	

	Standards
	M&C action service of CCSDS 522.1-R-3 Mission Operations Monitor & Control Services [MCS] 
Raw packet routing/transmission is not proposed in the standard
	



[bookmark: _Toc457483665]DEFERRED-TIME COMMAND SERVICE
One key assumption behind the deferred-time command service is that the final command packet is generated by an agency uplinking the command packet (at least, time insertion and checksum calculation). There are, however, many possible ways in which an Agency X can give command parameters and command information to the uplinking agency (from a mnemonic and parameter values, to command packet instances nearly fully instantiated).
	Command-2
	Deferred-time Command Service
	Comments

	Service Description
	CCSDS command packet sent from Agency X to Agency Y, to be uplinked by Agency Y at future time
	Typically for payload of Agency X on platform of Agency Y 

	Service Operations
	· Request for sending command based on command identifier, including “not before” and “before” uploading dates for each command
· Update request for sending command
	Data Format of request content (command identifier and parameters) is to be developed

	Optional Subservices
	· Packet checksum checked by Agency Y (for validating packet)
· Command identifier used by Agency X checked by Agency Y
· “Not before” and “before” uploading dates checked vs. booked passes
· Time authentication of command packet
· TC response/acks handling after TC uploading
· Storage (archiving) of TC packets handled
· Prioritization of commanding
	Command queuing is a reasonable assumption in bi- or multi-lateral programs to manage commanding priorities.

	Common Core Services
	· The login service (ensure authenticated session of command sender)
· The directory service: automated reconnection in case of connectivity loss
· The configuration service: for support command identifier  selection by agency X or checking by agency Y
	Digital certificate/VPN

	Implementation Required by Service Consumer
	Service API from Agency Y to be implemented in TC system of Agency X
	Command identifier of Agency X should be known by Agency Y

	Desirable Service Characteristics
	Accountability of packet rejection, delay in routing/transmission,  
	

	Likelihood of Use
	High
	

	IOAG Priority
	1
	

	Standards
	M&C action service of CCSDS 522.1-R-3 Mission Operations Monitor & Control Services [MCS] 
	



[bookmark: _Toc457483666]COMMAND HISTORY DISTRIBUTION SERVICE
	Command-3
	Command History Distribution Service
	Comments

	Service Description
	Agency Y provides to Agency X the command history relevant to Agency X
	E.g., if Agency X and Agency Y operate on the same asset or in the case that platform commanding (of Agency Y) is relevant to Agency X’s payload
Format of command history data is to be developed

	Service Operations
	Start and stop operations
Add/suppress/update operations on requests based on APID and/or time range
	Distribution can be done on a regular and automated basis or in response to a single request.

	Optional Subservices
	· Command status provision
· Deferred delivery
	

	Common Core Services
	· Login service (ensure authenticated session)
· Directory service: automated reconnection in case of connectivity loss
· Configuration service: for support to APID, packet ID selection
	

	Implementation Required by Service Consumer
	It is assumed that a programmatic interface exists to handle database requests. Thus Agency X has to implement the API of Agency Y to that programmatic interface.
	Another implementation is a file exchange, based on offline requests (see support services in section 4.3.2).

	Desirable Service Characteristics
	The operations nomenclature (Ops Nom) is to be associated to each command instance in command history.
	

	Likelihood of Use
	Medium
	

	IOAG Priority
	2
	

	Standards
	Archive service of CCSDS 521.1-B-1 Mission Operations Common Object Model [COM] 
	



[bookmark: _Toc457483667]Data Access Services Group
The Data Access Services Group includes the services related to the provision of mission data, usually including processed parameters and data aggregates (requiring post processing to aggregate data in various ways) from an archive or a system specialized in data distribution, and even whole data products (e.g., a trend analysis, a set of observation data from an instrument sessions, etc.). 
In real time, there is a potential overlap with Real-time Processed Parameter Services (see section 4.1.1) and Telemetry Packet Distribution Services (see section 4.1.2) but those services assume the data provider is a Monitoring and Control system, whereas here such an assumption is not made. In other words, from a service consumer point of view, Monitor and Control (M&C) systems are no longer the only source of mission parameters in real time, because control centers have elaborated the need for other parameters (aggregates, ground system parameters, mission parameters) than those traditionally provided by M&C systems. Also, in large multi-lateral programs where various control centers interact with each others’ M&C systems, centralizing data distribution proves more efficient overall (e.g., 1 to N distribution instead of M to N). Mission examples include Information Sharing Protocol-External Interface (ISP-X) (International Space Station, NASA Johnson Space Center), Data Service Subsystem (DaSS) (International Space Station, European Space Agency), and the European Space Operations Centre (ESOC) Ground Operations Software (EGOS) Data Distribution System (EDSS).
[bookmark: _Toc457483668]MISSION PARAMETERS DISTRIBUTION SERVICE
	Data Access-1
	Mission Parameters Distribution Service
	Comments

	Service Description
	The service allows for distribution of available parameters (telemetry, ground system status, etc.) based on a catalog (i.e., an independent broker service)
	Note this is easily extendable to raw packets (TM or TC).
Data Format is to be developed

	Service Operations
	· Start/stop operations
· Add/suppress/update operations in response to requests based on parameters or pre-defined request IDs
	Distribution can be done on a regular and automated basis or in response to a single request.

	Optional Subservices
	· Application of parameter routing restrictions 
· Application of parameter rates
· Parameters monitoring status delivery (out of limit, unavailability, alarm status…)
· Deferred delivery
	Parameter out-of-limit detection is not a function of a redistribution system.

	Common Core Services
	· Login service (ensure authenticated session)
· Directory service: Automated reconnection in case of connectivity loss
· Configuration service : for support to parameters selection or pre-defined requests, routing restrictions (e.g., number of requests allowed by user), rates, to get monitoring, out of limit and unavailability definitions
	Digital certificate
Data catalog access

	Implementation Required by Service Consumer
	· Data requester: Client API implementation, use of central parameter catalog
· Data source: Service API implementation to handle requests and interfaces
	

	Desirable Service Characteristics
	Scalability of system to handle very large requests and increase in number of parallel requests
	

	Likelihood of Use
	High
	

	IOAG Priority
	2
	 

	Standards
	If mission parameters are defined as common objects, the archive service of CCSDS 521.1-B-1 Mission Operations Common Object Model [COM] can be used
	

	
	Services from CCSDS 522.1-R-3 Mission Operations Monitor & Control Services [MCS] can be used in a configuration where the data distribution is both a consumer (from M&C systems) and a provider (towards final end service consumers)
	





[bookmark: _Toc457483669]ARCHIVE RETRIEVAL SERVICE
This service concerns archive retrieval, not archive ingestion (which is being worked in CCSDS areas outside of the MOIMS Group). However, the assumption is that there are mechanisms for archive ingestion implemented. Archive ingestion is not considered part of the IOAG interoperability goals.	Comment by Peter Shames: This is very curious.  Getting data OUT of an archive is to be standardized, but not putting it IN.  Where does the data come from?
	Data Access-2
	Archive Retrieval Service
	Comments

	Service Description
	Archive of Agency Y is accessed by Agency X to get data
	Data format of archive is to be developed

	Service Operations
	· Start and stop operations
· Add/suppress/update operations on requests based on data type (packet ID, APID or parameter ID, orbital events, logs, …) time range, stream, file, …
· Automated archive gap detection 
	Access can be done on a regular and automated basis or in response to a single request.

	Optional Subservices
	· Archive content discovery 
· Deferred delivery
· Automated archive gap completion 
· Archive accountability (knowing what should be in archive)
	

	Common Core Services
	· Login service (ensure authenticated session)
· Directory service: automated reconnection in case of connectivity loss
· Configuration service: for support to data selection
	

	Implementation Required by Service Consumer
	Agreement must be reached with service provider on what data is accessible. 
	

	Desirable Service Characteristics
	Request accountability (logs)
	

	Likelihood of Use
	High
	

	IOAG Priority
	1
	

	Standards
	If data are defined as common objects, the archive service of CCSDS 521.1-B-1 Mission Operations Common Object Model [COM] can be used.
	



[bookmark: _Toc457483670]TELEMETRY REPLAY SERVICE
	Data Access-3
	Telemetry Replay Service
	Comments

	Service Description
	Archive of Agency Y is accessed by Agency X for telemetry data replay
	For processed parameters, raw TM, bitstream.
Data format of data replay assumed to be the same as the one available in real-time. 

	Service Operations
	· Start and stop operations
· Add/suppress/update operations on requests based on packet ID, APID or parameter ID, time range, stream, or file
· Automated archive gap detection 
· Replay control operations (play, pause, resume, speed up/down, backward, forward …)
	Note: the notion of archive replay here (i.e., generating a new data stream from an archive) and the notion of replay in SM&C (replay of a previously existing data session) are different.

	Optional Subservices
	· Archive content discovery 
· Deferred delivery
· Automated archive gap completion 
· Archive accountability (knowing what should be in archive)
	

	Common Core Services
	· Login service (ensure authenticated session)
· Configuration service: for support to data selection
	

	Implementation Required by Service Consumer
	Agreement must be reached with service provider on what is accessible. 
	

	Desirable Service Characteristics
	Request accountability (logs)
	

	Likelihood of Use
	Medium
	

	IOAG Priority
	2
	 

	Standards
	Replay service of CCSDS 521.1-B-1 Mission Operations Common Object Model [COM] 
	





[bookmark: _Toc457483671]PRODUCT DISTRIBUTION SERVICE
	Data Access-4
	Product Distribution Service 
(Including Science Data)
	Comments

	Service Description
	A product distribution service is when an agency provides a mechanism for other agencies to request replicated files
	A product is defined as a pre-prepared set of information containing data, voice, video, etc. The product distribution service is data agnostic, which is useful when two agencies develop different applications on the same data sets. 
Product Data Format is not the subject of specification; however, the format of headers and metadata could be developed.

	Service Operations
	· Start and stop operations
· Add/suppress/update operations on distribution requests based on list of folders to be replicated
	The assumption is that the replication is fully automated. 
Replication can be done on a regular and automated basis or in response to a single request

	Optional Subservices
	· File checksum check for data integrity
· Exchange of metadata
	

	Common Core Services
	· The directory service: automated reconnection in case of connectivity loss
· The configuration service: for support to folders selection
	

	Implementation Required by Service Consumer
	File Transfer Protocol (FTP) server with automated scripts
	

	Desirable Service Characteristics
	Inclusion of metadata related to this generation and distribution
	

	Likelihood of Use
	Medium
	

	IOAG Priority
	2
	

	Standards
	The Mission Operations- Mission Data Product Distribution Services [DPDS], Blue Book (in development)
	


[bookmark: _Toc457483672]Planning and Scheduling Services Group
This services group includes the most basic services related to planning and scheduling, allowing multiple agencies to build shared plans and request information about planning.
[bookmark: _Toc457483673]SCHEDULING SERVICE
	Planning-1
	Scheduling Service
	Comments

	Service Description
	A schedule service from Agency Y allows Agency X to contribute to the planning of Agency Y
	Data Format is to be developed

	Service Operations
	· Get plan operation
· Insert/Remove activity from Agency X in a plan operation
· Plan view operation 
	“Get plan operation” can be done on a regular and automated basis or on single request

	Optional Subservices
	· Planning client from Agency Y to Agency X
· Service portal 
	The notion of a planning service implies some form of machine-to-machine interaction. Similar services can be rendered through manual interaction (client or service portal).

	Common Core Services
	· Login service (ensure authenticated session of command sender)
· Directory service: automated reconnection in case of connectivity loss
· Interaction service : when needed, interaction service can be used to put an operator in the loop to send high level messages to the planner
	Implementation of interaction service is largely dependent on context (messages, acks, alerts, request for confirmation, etc.

	Implementation Required by Service Consumer
	Service API implementation
	

	Desirable Service Characteristics
	Plan modifications accountability
	

	Likelihood of Use
	High
	

	IOAG Priority
	1
	

	Standards
	Planning and Scheduling Services standards are in development within the Planning and Scheduling Working Group
	



[bookmark: _Toc457483674]ACTIVITY REQUEST SERVICE
	Planning-2
	Activity Request Service
	Comments

	Service Description
	An activity request service from Agency Y allows Agency X to contribute to the planning of Agency Y, by sending request to be take into account for the processing of the planning
	The notion of a planning service implies some form of machine-to-machine interaction. Similar services can be rendered through manual interaction (client or service portal)

	Service Operations
	Add/remove/update activity request
	Data Format of requests are to be developed

	Optional Subservices
	
	

	Common Core Services
	· Login service (ensure authenticated session of command sender)
· Directory service: automated reconnection in case of connectivity loss
· Interaction service: when needed, interaction service can be used to put an operator in the loop to send high-level messages to the planner
	Implementation of interaction service is largely dependent on context (messages, acks, alerts, request for confirmation, etc.)

	Implementation Required by Service Consumer
	Service API implementation (TBC)
	

	Desirable Service Characteristics
	Service accountability (what happened to requests)
	

	Likelihood of Use
	High
	

	IOAG Priority
	1
	

	Standards
	Planning and Scheduling Services standards are in development within the Planning and Scheduling Working Group 
	


[bookmark: _Toc457483675]Navigation Services Group
The assumption is that each agency maintains flight dynamics data on each space asset it is responsible for (e.g., ephemeris, reconstituted high precision orbit, attitude, predictions, maneuvers, collision predictions, swath data, etc.). The navigation data services group concerns the exchange of navigation data between agencies (state vectors, maneuvers, collision data, etc.). The services are restricted to the exchange of navigation data with certain characteristics (accuracy, timeliness, completeness, etc.).
[bookmark: _Toc457483676]NAVIGATION DATA SERVICE
	Navigation-1
	Navigation Data Service (Flight Dynamics)
	Comments

	Service Description
	Agency X provides flight dynamics data (a set of files) to Agency Y on a regular and automated basis (depending on the required precision and update needs) 
	Data Formats:
· CCSDS 502.0-B-2 Orbit Data Messages [ODM] 
· CCSDS 503.0-B-1 Tracking Data Message [TDM] 
· CCSDS 504.0-B-1Attitude Data Messages [ADM] 
· CCSDS 505.0-B-1 XML Specification for Navigation Data Messages [XNDM] 
· CCSDS 508.0-B-1 Conjunction Data Message [CDM] 

	Service Operations
	· Start/stop operations
· Update, upload (pull), download (push), 
· Add/suppress/update operations on requests based file to be exchanged
· Set validity flag
	Interaction with a dropbox or FTP server is assumed here.

	Optional Subservices
	· Accountability of delivered files
· Detection of non-completeness of files
· Status and validity of flight dynamics files provision 
· Level of accuracy of the data
· Deferred delivery
· Automated archive gap completion
	

	Common Core Services
	· Login service (ensure authenticated session of command sender)
· Directory service: automated reconnection in case of connectivity loss
· Configuration service: for support to file selection
· Timing service 
	FTP servers or dropbox exchange

	Implementation Required by Service Consumer
	FTP server with automated scripts
	

	Desirable Service Characteristics
	Proposed standard minimum precision for each flight dynamics product type
	

	Likelihood of Use
	High
	

	IOAG Priority
	1
	

	Standards
	No service standard needed – only file transfer (ftp) 
	





[bookmark: _Toc457483677]Support Services Group
The support services group includes a number of functions useful in interoperability scenarios such as the broadcasting of alert messages (e.g., to warn of a contingency situation) and the exchange of data definitions (telemetry dictionaries).
[bookmark: _Toc457483678]ALERT AND BROADCAST MESSAGE SERVICE
An ALERT is defined in the CCSDS Mission Operations Monitor & Control Services Magenta Book [MCS] as an asynchronous notification, such as a non-nominal event, of significance to mission operations. Alerts may be used to notify such events to operators, initiate an automatic response, or synchronize asynchronous functions. Alerts may have arguments. 
	Support-1
	Alert and Broadcast Message Service
	Comments

	Service Description
	Agency X broadcasts to one or several agencies messages about events/modes/conditions with a priority level and a confidentiality level
	Data Format is to be developed 

	Service Operations
	· Send
· Cancel
· Acknowledge message reception
· Set criticality
· Set priority
· Set confidentiality
· Set recipients
· Acknowledge message (user side)
	

	Optional Subservices
	Re-send and deferred delivery
	

	Common Core Services
	· Directory service: automated reconnection in case of connectivity loss
	

	Implementation Required by Service Consumer
	· Display of message on dedicated display or window
· Agreement must be reached with service provider on what data is confidential and accessible. 
	

	Desirable Service Characteristics
	Accountability regarding sending and reception of messages
	

	Likelihood of Use
	High
	

	IOAG Priority
	2
	

	Standards
	ALERT service in the CCSDS 522.1-R-3 Mission Operations Monitor & Control Services [MCS]
	



[bookmark: _Toc457483679]DATA DEFINITIONS PROVISION SERVICE
	Support-2
	Data Definitions Provision Service
	Comments

	Service Description
	The provision of data definitions (e.g., data dictionaries).
	E.g., based on CCSDS 660.0-B-1 XML Telemetric and Command Exchange [XTCE]
The assumption is that data transfers in real time do not contain all of the metadata required to interpret the data.

	Service Operations
	· Get data definition operation based on a list of data definition to retrieve
· Identify list of parameter names based on search criteria (e.g., metadata)
	

	Optional Subservices
	File checksum check for data integrity
	

	Common Core Services
	· Configuration service: for support to list of data definition selection
	

	Implementation Required by Service Consumer
	· FTP server with automated scripts
· Folder to be accessed to get data definitions
	

	Desirable Service Characteristics
	Scalability (some missions may several hundred thousand parameter and command definitions)
	

	Likelihood of Use
	High
	

	IOAG Priority
	1
	

	Standards
	No service standard required
	



[bookmark: _Toc457483680]TIME PROVISION SERVICE
	Support-3
	Time Provision Service
	Comments

	Service Description
	The service provides a sync signal and time references used by one agency to another agency. These include time references for in-orbit or deployed systems and for ground facilities. 
	Data Format for time code is described in CCSDS 301.0-B-4 Time Code Formats [TCF]

	Service Operations
	· Report Time
· Set Time
· Correlate Time
	

	Optional Subservices
	 
	

	Common Core Services
	
	

	Implementation Required by Service Consumer
	Network Time Protocol (NTP) for sync signal

	

	Desirable Service Characteristics
	
	

	Likelihood of Use
	High
	

	IOAG Priority
	1
	

	Standards
	Service standard may be considered
	





[bookmark: _Ref457222588][bookmark: _Toc457483681]Interoperability Framework
The functional services described in sections 4.1 to 4.6 rely on an Interoperability Framework (see Figure 2‑2). This Interoperability Framework includes a set of common core services and implementation templates.  
[bookmark: _Toc457483682]COMMON CORE SERVICES
	Interoperability Framework
	Common Core Services
	Comments

	Service Description
	· Login: provides authentication mechanism and the attribution of roles and privileges to the  functional service user (consumer)
· Directory: publishes the address of the requested functional services and the capabilities of each functional service
· Configuration: provides the information necessary to configure the functional service.
· Interaction: allows user entry in the functional service
	

	Service Operations
	· Login: login, logout, handover, report roles
· Directory: lookup, publish a new service, remove a service
· Configuration:  lookup configuration, activate configuration
· Interaction: acknowledge, confirm, choice, value entry
	These are the minimum set of operations

	Desirable Service Characteristics
	Logging/Accountability
	

	Standards
	See CCSDS 521.1-B-1 Mission Operations Common Object Model [COM]
	



[bookmark: _Toc457483683]IMPLEMENTATION TEMPLATE
	Interoperability Framework
	Implementation Template
	Comments

	Templates
	· Network: services rely on existing network connectivity (e.g., use of a VPN) and a template for such connectivity needs to be provided for each functional services.	Comment by Peter Shames: Leaving all of these to some random set of network, transport, and coding “bindings” really means that true interoperability is going to be a phantom.  I chose TCP/IP, you chose X.25.  I choose HTTP/REST and JSON, you choose XML.  We all choose JMS, but from different vendors.  How to you achieve interoperability?
· Transport: the transport format between a provider and a consumer of a service provider needs to be defined as a template, 
· Bindings: the coding format of data to be exchanged between the service provider and the service consumer needs to be defined as a template for each functional service
	

	Desirable Template Characteristics
	· Network:
· Transport: real-time or non-real-time characteristic of the service must drive the definition of the transport layer
· Bindings: 
	

	Standards
	See CCSDS 521.0-B-2 Mission Operations Message Abstraction Layer [MAL] 
	



[bookmark: _Toc457483684]CONCLUSION
The services briefly described in Chapter 4 constitute the set of services at the application level that should be considered by the space agencies to promote interoperability amongst themselves. Table 5‑1 below summarizes the services and priorities as well as the areas where standardization work may be required. The CCSDS MOIMS working groups are well on their way to establishing the needed service standards. Data format standardization would provide a needed complement to the Mission Operations service standards and would also improve the chance of these services standards being accepted and used. 	Comment by Peter Shames: Without a real commitment to some common underpinings interoperability, in any broad sense, is not going to be achieved.  If the IOAG agencies agreed upon some stack of interface bindings, such as TCP/IP, HTTP/REST, JSON (or some other XML), etc then there would be a hope.
[bookmark: _Ref450068066]Table 5‑1. IOAG Priorities and Standards for Services in Service Catalog #3  
	Service Name
	IOAG Priority
	Service Standard
	Data Format Standard 

	Real-time Processed Parameter
	3
	CCSDS 522.1-R-3 Mission Operations Monitor & Control Services [MCS]
	Standard to be developed

	Telemetry Packet Distribution
	1
	Adaptation of CCSDS 522.1-R-3 Mission Operations Monitor & Control Services [MCS] Standard to be developed
	CCSDS 133.0-B-1 Space Packet Protocol [SPP]

	Bitstream Distribution 
	3
	Standard to be developed
	CCSDS 732.0-B-3 AOS Space Data Link Protocol [ASDLP]

	Real-time Command
	2
	Adaptation of CCSDS 522.1-R-3 Mission Operations Monitor & Control Services [MCS]
Standard to be developed
	Raw: CCSDS 133.0-B-1 Space Packet Protocol [SPP]
Mnemonic: Standard to be developed

	Deferred-time Command Service
	1
	CCSDS 522.1-R-3 Mission Operations Monitor & Control Services [MCS]
	Mnemonic: Standard to be developed

	Command History Distribution 
	2
	CCSDS 521.1-B-1 Mission Operations Common Object Model [COM]
	Standard to be developed

	Mission Parameter Distribution 
	2
	· CCSDS 521.1-B-1 Mission Operations Common Object Model [COM]
· CCSDS 522.1-R-3 Mission Operations Monitor & Control Services [MCS]
	Standard to be developed

	Archive Retrieval 
	1
	Mission Operations Common Object Model [COM]
	Standard to be developed

	Telemetry Replay 
	2
	Mission Operations Common Object Model [COM]
	Data format of data replay assumed to be the same as the one available in real-time

	Product Distribution Service (including science data)
	2
	Standard in development 
	Standard to be developed 

	Scheduling Service
	1
	Standard in development 
	Standard to be developed

	Activity Request
	1
	Standard in development 
	Standard to be developed

	Navigation Data
	1
	No standards required (dropbox/ftp)
	· CCSDS 502.0-B-2 Orbit Data Messages [ODM]
· CCSDS 503.0-B-1 Tracking Data Message [TDM] 
· CCSDS 504.0-B-1 Attitude Data Messages [ADM]
· CCSDS 505.0-B-1 XML Specification for Navigation Data Messages [XNDM] 
· CCSDS 508.0-B-1 Conjunction Data Message [CDM]

	Alert and Broadcast Message
	2
	ALERT service 
CCSDS 522.1-R-3 Mission Operations Monitor & Control Services [MCS]
	Standard to be developed

	Data Definition Provision 
	1
	No service standard required
	CCSDS 660.0-B-1 XML Telemetric and Command Exchange [XTCE]

	Time Provision 
	1
	Service standard may be considered
	CCSDS 301.0-B-4 Time Code Formats [TCF]
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